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Abstract

A digital compensation method is described that allows fractional-N frequency syn-
thesizers to be directly modulated at high data rates while simultaneously achieving
good noise performance. The technique allows digital phase/frequency modulation to
be achieved at high data rates (> 1 Mbit/s) without mixers or D/A converters in the
modulation path. The resulting transmitter design is primarily digital in nature and
reduced to its fundamental components — a frequency synthesizer that accurately
sets the output frequency, and a digital transmit filter that provides good spectral
efficiency.

The synthesizer is implemented as a phase locked loop (PLL). To achieve good
noise performance with a simple design, the PLL bandwidth is set to a low value
relative to the data bandwidth. A digital compensation filter is then used to undo
the attenuation of the PLL transfer function seen by the data. This filter adds little
complexity to the transmitter architecture since it can be combined with the digital
transmit filter; the overall filter is efficiently implemented by using a ROM to perform
the required convolution with input data.

Measured results from a prototype indicate that good performance, low power
operation, and high levels of integration are achieved with the approach. Specifically,
a 1.8 GHz transmitter was built that supports data rates in excess of 2.5 Mbit/s using
Gaussian Frequency Shift Keying (GFSK), the same modulation method used in the
digital enhanced cordless telecommunications (DECT) standard. The phase noise of
the unmodulated synthesizer was measured at -132 dBc/Hz at 5 MHz offset from the
carrier frequency. (Simulations show that the modulated synthesizer achieves -132
dBc/Hz at 5 MHz offset at 1.25 Mbit/s data rate.)

The key circuits in the prototype were implemented on a custom, 0.6 um CMOS
IC that consumes 27 mW. Included on the IC are an on-chip filter that requires no
tuning or external components, a digital MASH Sigma-Delta converter that achieves
low power operation through pipelining, and an asynchronous, 64 modulus divider
(prescaler) that supports any divide value between 32 and 63.5 in half cycle increments
of its input. An external divide-by-2 prescaler allows the divider to operate at half
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the frequency of the voltage controlled oscillator (VCO), and changes the range of
divide values to be all integers between 64 and 127.

Thesis Supervisors: Charles G. Sodini and Mitchell D. Trott
Titles: Professor of Electrical Engineering
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Chapter 1

Introduction

The use of wireless products has been rapidly increasing the last few years, and
there has been world wide development of new systems to meet the needs of this
growing market. Characteristics such as low power operation, small size, and low
cost have become the dominant design criteria by which these systems are judged.
As a result, new circuit techniques have been sought to allow increased integration
of radio transmitters and receivers, along with new radio architectures that take
advantage of such techniques.

Motivated by the above goals, a low power and high performance narrowband
transmitter for wireless communication that is highly integrated in silicon technology
is presented in this thesis. As a driving application, the transmitter has been designed
to meet the needs of a wireless video system depicted in Figure 1.1. Such a system
requires digital modulation to be performed at data rates in excess of 1 Mbit/s. Rather
than incrementally improving an existing design, a digital compensation technique is
presented that allows the transmitter to be reduced to its fundamental components so
that high integration and low power dissipation are achieved. New circuit techniques
are employed to obtain high performance in the proposed design.

NNy

Electronic Camera

;j:‘ Imager |-> ﬂl-; DSP Transmitter

Figure 1.1: A driving application: wireless video.

The remainder of this chapter presents an overview of the thesis. We will begin
by narrowing the focus of the project and presenting performance goals. Background
information related to transmitter architectures is reviewed, and motivation for the
proposed transmitter topology presented. The challenges of implementing such a de-
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sign are then discussed, and an implementation that overcomes the primary obstacles
is outlined. Finally, a detailed outline of the thesis is presented.

1.1 Area of Focus

Figure 1.2 displays a general block diagram of a narrowband transmitter capable of
digital communication. The system consists of a modulator block that varies the
out
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Carier Freguency
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Figure 1.2: General block diagram of a narrowband transmitter.

(

amplitude, phase, or frequency of an output sine wave in response to an incoming
bit sequence, a power amplifier, and a bandpass filter that is broad enough to pass
all allowable communication channels. Assuming Figure 1.2 is representative of all
narrowband transmitters, modifications to its architecture are primarily limited to
the modulator block. Because of this fact, the focus of this thesis will be restricted
to this block; the power amp and bandpass filter will be considered only in enough
detail to address their impact on the modulator design.

The primary aspect of the modulator block that must be considered in relation to
the power amp is the choice of modulation. Since power amps are most power efficient
when producing a constant envelope signal [1-3|, amplitude modulation should be
avoided. Therefore, we will restrict our attention to phase or frequency modulation.

The impact of the bandpass filter on the modulator is limited primarily to noise
issues. Since it must be wide enough to pass all channels, the filter does little to
attenuate noise produced by the modulator just outside of the desired channel band-
width. Therefore, the modulator must meet fairly stringent noise requirements, as
will be specified below.

1.2 Modulator Architectures

Radio transmitters revolve around a common goal — a low frequency modulation sig-
nal must be translated to a desired RF band. Since the advent of the superheterodyne
design by Armstrong (which dates back to 1918 [4]), the majority of high performance,
narrowband transmitters have accomplished this frequency translation using mixers
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and an intermediate frequency (IF) region of operation to perform highly-selective
filtering [4]. While such an approach offers excellent radio performance (low spurious
noise for transmitters), it carries with it a high cost of implementation in light of
efforts to integrate radio architectures. Specifically, this approach is impeded by the
inability to integrate the high-Q, low-noise, low-distortion bandpass filters required
at IF frequencies (often on the order of 70 to 100 MHz for 900 MHz systems) [5].
For the above reasons, research into non-heterodyne architectures has taken place
over the last few years in response to the growing demand for portable communication
devices. Indeed, the use of direct carrier modulation has now become widespread
in transmitters [5|, which allows the channel shaping filters to be implemented at
baseband and thus be integrated. A large wave of such designs implementing the
global system for mobile communication (GSM) standard at 900 MHz in bipolar
technology have appeared in the last five years, as described in [6-11]. Boasting of
high integration, these chips achieved transmitter power consumptions as low as 162
mW [8], not including the power amplifier or baseband circuitry. In an effort to
further reduce power through integration, Abidi et al. set out to create an all-CMOS
transceiver that would implement all functions associated with their own frequency-
hopped, 900 MHz, spread spectrum modulation scheme on one chip with the exception
of the antennas and 900 MHz passive bandpass filters [12]. The power consumption
of the transmitter portion of this chip is currently estimated at 300 mW, of which
60 mW can be attributed to the on-chip power amplifier. All told, the lowest power
consumption of any high performance transmitter to date at 900 MHz (excluding the
power amplifier) is probably around 200 mW, and is based on the design described
by Stetzler et al. with an estimate of 30 mW for the baseband circuitry [13].
Motivated by the existing digital enhanced cordless telecommunications stan-
dard (DECT) [14], and the newly allocated PCS band in North America, a push
for transceivers that operate at 1.8 GHz in silicon technology has recently taken
place [15-19]. Of the new designs, the one that appears most promising in terms of
power consumption involves the direct modulation of a VCO. An example of this
approach was described by Heinen et al. in [15], which claimed a transmitter power
consumption of 90 mW (excluding PLL circuitry, baseband circuitry, and power am-
plifier). Estimating the total power consumption of this approach at 150 mW (the
power amplifier is excluded, the power consumption of the PLL circuitry is assumed
to be 30 mW [20], and the baseband circuitry is assumed to be 30 mW [13]), we
are led to the conclusion that this new design dissipates less power than its direct
conversion counterparts operating at half the carrier frequency (i.e., 900 MHz).
What is the advantage of directly modulating the VCO? To answer this question,
Figure 1.3 displays the basic operations that are used to perform frequency translation
in the above designs. The prevalent method, shown in part (a), is to use a mixer
to multiply the modulation signal by a periodic waveform produced by a voltage
controlled oscillator (VCO) whose frequency is precisely set through the action of a
frequency synthesizer. In the case of direct conversion, the modulation waveform is
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an analog signal composed of I and Q channels which are directly translated from
baseband to the desired RF frequency and then added together. The superheterodyne
approach uses at least two stages of mixers to accomplish the frequency translation so
that an intermediate filtering stage can be employed. As discussed above, the direct
conversion method is preferred to achieve high integration. However, it should be
noted that this method requires two mixers and D/A converters to accommodate the
I and Q channels.

Out
Modulation ———

Modulation—‘
Freq. E Out
Select | Frequency S;?eqét Frequency [
—p] Synthesizer —| Synthesizer < |

(a) (b)

Figure 1.3: Two current approaches of modulation upconversion: (a) mixer based,
(b) direct modulation of VCO.

The removal of all mixers can be accomplished by using the VCO to perform the
required frequency translation. As illustrated in part (b) of the figure, the translation
is accomplished by injecting the baseband, analog modulation signal into the input of
the VCO after the frequency synthesizer has guided the VCO output to the desired
carrier frequency. (Note that a multi-bit D/A converter is required to produce the
analog modulation signal.) The advantage of Heinen’s approach is now seen — the
transmitter is reduced to a simpler structure since all mixers are removed. This
technique restricts the modulated RF output to be phase or frequency modulated,
but this is desirable from the standpoint of achieving high efficiency in the power amp
as previously discussed.

Although simple in theory, there are many challenging implementation issues as-
sociated with direct modulation of the VCO. The primary source of difficulty is that
the mapping from the VCO input to its output frequency is sensitive to process and
temperature variations, thus requiring control by the frequency synthesizer to achieve
an accurate frequency setting. However, if the frequency synthesizer is allowed to in-
fluence the VCO during modulation, it will interfere with the modulated data. This
problem is solved by using an ‘open loop’ approach in which the frequency synthe-
sizer is disconnected during transmission. However, in the absence of influence by the
synthesizer, the frequency setting of the VCO becomes very sensitive to undesired
perturbations. As a result, great steps must be taken to achieve high isolation of
the VCO input from such perturbations, and all leakage currents must be minimized
to avoid significant frequency drift during modulation. As Heinen explains in [21],



1.3. PHASE LOCKED LOOP FREQUENCY SYNTHESIS 25

the isolation requirements for this method exclude the possibility of a one chip solu-
tion. Therefore, while the approach offers a significant advantage in terms of power
dissipation, the goal of high integration is lost.

In contrast to the approach of directly modulating the VCO, Riley et al. introduced
a technique in [22] to indirectly modulate the VCO by varying the divide value within
a phase locked loop. In order to get fine resolution on the divide value, Riley made use
of a fractional-N architecture with noise shaping discussed in [23-25]. The beauty of
this technique lies in the fact that modulation of the VCO is performed in a closed loop
manner through the influence of the frequency synthesizer. Therefore, the problem
of frequency drift during modulation is eliminated, and the isolation requirements at
the VCO input are greatly reduced at frequencies within the PLL bandwidth. The
input to the synthesizer is digital in nature, which allows elimination of the multi-bit
D/A converter that is required when directly modulating the VCO. In effect, Riley’s
approach amounts to directly modulating a frequency synthesizer.

1.3 Phase Locked Loop Frequency Synthesis

The first step toward implementing a modulated frequency synthesizer is to choose
the synthesizer topology. The indirect method which involves the use of a phase
locked loop (PLL) has the advantages of low power, feasibility of monolithic imple-
mentation, and phase coherence during frequency transitions [23,26,27]. There have
been many approaches to the topological design of such synthesizers over the last 20
years represented in the literature [23-25,27-38], with implementations in silicon at
and above the 1 GHz range given in [39-45]. The point that is important to glean
from these many approaches is that it is quite challenging to build a monolithic,
low complexity synthesizer that simultaneously has low phase noise, fine frequency
resolution, and fast dynamics.

Figure 1.4 displays the classical PLL frequency synthesizer topology consisting of
a voltage controlled oscillator (VCO), a phase/frequency detector (PFD), a loop filter,
a divider, and reference frequency source. Accurate control of the phase, and thus
frequency, of the VCO is achieved through the feedback action of the loop. This feat
is accomplished by using an error signal to control the VCO — specifically, the PFD
produces a signal corresponding to the phase difference between the divided output
and a reference frequency source, which is then ‘smoothed’ by the loop filter and
fed into the VCO input. In equilibrium, the actions of the PLL lead to a condition
known as ‘lock’ in which the frequency of the VCO, F,,;, tracks that of the reference
frequency, Fy.s, such that

Fout :NFT6f7

where N is the value of the divider. Assuming the reference frequency is held constant,
the VCO frequency is changed by altering the divide value, N.



26 CHAPTER 1. INTRODUCTION

Ref E Vin Out
= »|prD f—>] LOOP S
Filter
Div |
=N |e

4
1
Freq. Select

Div. | _
Ref — L[ i
o M I}
Vin v\’\

Figure 1.4: A phase locked loop frequency synthesizer.

Physical implementation of the divider within a PLL is easily accomplished using
digital circuit techniques so long as N is constrained to be an integer. This restriction
sets the resolution of the synthesizer to the value of the reference frequency, so that
high frequency resolution requires the choice of a low reference frequency. In order to
prevent large spurious noise levels, a low reference frequency must be accompanied
by a small PLL bandwidth, which leads to slow dynamics [46]. Thus, there is a
very restrictive tradeoff involved in achieving high bandwidth and high resolution in
the classical PLL structure, which has prompted research into modifications of this
architecture to ease this tradeoff.

The method of fractional-/N synthesis was introduced in an effort to improve the
resolution vs. bandwidth relationship of the classical PLL structure by removing the
restriction that N be an integer [46]. The benefit of this approach is the uncou-
pling of the output frequency resolution from the choice of reference frequency —
high resolution can be achieved even when a high reference frequency is chosen. Fig-
ure 1.5 illustrates this technique, and reveals that noninteger N values are produced
by dithering between integer values. Specifically, the carry out bit of an accumulator
circuit is used to control the choice of instantaneous divide value, which leads to a
periodic dithering pattern. An illustration of typical signals associated with such an
approach, as shown in Figure 1.6, reveals that the periodic dithering pattern leads to
a periodic phase error pattern of lower frequency than that of the reference frequency.
Suppression of the resulting spurious noise requires that the bandwidth of the PLL
be placed well below the frequency of the periodic error pattern, which undermines
the effort to obtain a high bandwidth.

As a means toward improving the performance of fractional-/N synthesis, Fisher et
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Figure 1.5: The fractional-N synthesizer architecture.
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Figure 1.6: Signals associated with fractional-N synthesis with N=4.25.

al. proposed a technique now referred to as phase interpolation [29,30] to increase loop
dynamics while maintaining low phase noise and fine frequency resolution. Fisher’s
approach made use of a D/A converter to cancel out spurious noise caused by the
periodic dithering pattern described above. While high performance can be achieved
with this approach, power dissipation is increased since a high speed D/A converter
is required.

Rather than canceling out spurious noise with a D/A converter, Riley et al.
in [23,27] and Miller et al. in [24,25] described a technique that prevents such noise
from being produced by altering the dithering pattern in fractional- /N synthesis. Here
a connection was made between fractional- N synthesis and ¥-A D/A converters, the
action of which is illustrated in Figure 1.7. The drawing depicts time and frequency
domain views of a 3-A D/A converter that achieves M-bit resolution by dithering
a 1-bit D/A with a 3-A modulator and smoothing the two-level sequence with an
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analog lowpass filter to produce the desired analog output. High order ¥-A modu-
lators are known to exhibit low spurious content when an input signal of sufficient
activity is used [47]. In addition, an attractive aspect of ¥-A modulators is their
property of shaping the resulting quantization noise into high frequencies. This last
characteristic allows the analog lowpass filter to attenuate much of the quantization
noise without affecting the input signal, whose energy is assumed to be confined to
low frequencies. Application of this method to fractional-N synthesis is accomplished
by simply replacing the digital accumulator with a >-A modulator.

Time Domain
e {{ETINTERACIRR —_—
M-bit Input 1-bit Analog Output
/

Digital - A | 1-bit [
Modulator / | DA \

Frequency Domain

Digital Input ~ Quantization Analog Output
Spectrum Noise Spectrum
Input —»é > \ >

Z-A

Figure 1.7: A 1-bit X-A D/A converter.

1.4 Direct Modulation of a Frequency Synthesizer

Given the PLL structure discussed above, we are now ready to attack the issue of
modulation. Phase and/or frequency modulation of a frequency synthesizer is ac-
complished by varying its divide value according to input data. A simple method of
performing this task is shown in Figure 1.8. Binary input data selects the divide ratio
to be either N or N + 1 depending on whether the input is 0 or 1, and N is chosen to
achieve the desired carrier frequency. The output frequency settles to F,,; = N Fof,
so that binary frequency shift keying (FSK) modulation is produced as N is varied.
In the figure, the resulting output spectrum is illustrated under the assumption that
Frep = 20 MHz and that N = 90. The carrier frequency is seen to be 1.81 GHz, and
the modulation frequency deviation equals Fi.

Unfortunately, the FSK modulation method depicted in Figure 1.8 is not practical
for most applications due to its inefficient use of spectrum. The spectral efficiency is
greatly improved if a smooth transition is made during frequency transitions and the
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Figure 1.8: Direct modulation of a frequency synthesizer.

modulation deviation is optimized. Figure 1.9 illustrates a fractional-N modulator
that achieves high spectral efficiency by using a digital transmit filter to obtain smooth
transitions in the modulation data, and a digital ¥X-A modulator to dither the divide
value according to the resulting modulation sequence. This architecture was proposed
by Riley et al. in [22]. The resulting spectrum is compact, and its overall shape is set
by the digital filter assuming that the PLL dynamics have sufficient bandwidth. The
digital transmit filter would typically be implemented as an FIR filter, which allows
the convolution operation between it and the binary input data to be carried out
with a lookup procedure that maps current and previous data samples, along with
time information, to the filtered output waveform [22]. Physical implementation of
the lookup procedure is accomplished with a ROM whose address lines are controlled
by the input data and time information generated by a counter.

A direct analogy between the above fractional-N modulator and -A D/A con-
verter can be made by deriving a linearized model of the synthesizer dynamics. Fig-
ure 1.10 depicts such a model in the frequency domain. The digital transmit filter
confines the modulation data to low frequencies, the 3-A modulator adds quantiza-
tion noise that is shaped to high frequencies, and the PLL acts as a lowpass filter that
passes the input but attenuates the X-A quantization noise. The output of the lin-
earized model corresponds to the instantaneous frequency of the synthesizer, which is
considered analog in nature. A key constraint to consider is that the PLL bandwidth
must be greater than the transmit filter bandwidth in order to avoid distortion of the
modulation signal.

The modulator structure depicted in Figure 1.9 can well be considered the minimal
topology necessary for frequency or phase modulation. Its architecture is composed of
two core components — a frequency synthesizer and a transmit filter. The synthesizer
is necessary in order to produce an RF output waveform that can be accurately set to
desired frequencies. The transmit filter is necessary to produce a spectrally efficient
modulation signal. Thus, the approach presented by Riley would appear to be the
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Figure 1.9: A spectrally efficient, fractional-/N modulator.
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Figure 1.10: Linearized model of fractional-N modulator.

optimal topology to achieve low power operation, high integration, and high spectral
efficiency.
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1.5 The Challenge of Achieving High Data Rates
and Low Noise

There is one significant drawback to Riley’s modulator topology — the modulation
bandwidth must be less than the PLL bandwidth. This constraint imposes a severe
conflict between achieving high data rates and good noise performance. Figure 1.11
illustrates that high data rates require a wide PLL bandwidth, but low output noise
requires a low PLL bandwidth in order to properly attenuate the ¥-A quantization
noise.

Low noise =—=» Low PLL ‘}

bandwidth
o0

High = High PLL
datarate ~ bandwidth W f' M
Data Fout

Tran. Fil. >-A PLL

T

Figure 1.11: The conflict of high data rate and low noise performance.

How low must the PLL bandwidth be set to achieve the required noise perfor-
mance? The answer to this question depends on three parameters:

e The required noise specification,
e The order of the ¥-A modulator and PLL transfer function,
e The sample rate of the X-A (i.e., the value of the F.f).

By increasing the order of the ¥-A, the noise is further pushed to high frequencies,
allowing a wider PLL bandwidth. However, the order of the PLL transfer function
must also be increased to achieve acceptable attenuation of the noise at high frequen-
cies. The setting of the sample rate of the >-A provides another handle for achieving
the required noise performance — high sample rates distribute the quantization noise
over a wide frequency region, therefore allowing a wider PLL bandwidth.

Figure 1.12 displays the required combination of PLL (3-A) order and 3-A sam-
ple rate to achieve a variety of data rates where the output phase noise due to 3-A



32 CHAPTER 1. INTRODUCTION

quantization noise is set to -136 dBc/Hz at 5 MHz offset from the carrier. (A But-
terworth transfer function is assumed for the PLL, and the relation between PLL
bandwidth, f,, and data rate, 1/T}, is assumed to be f,7; = 0.7. An explanation for
these settings is provided later in the thesis.) This noise specification is chosen to
achieve an overall noise specification that is less than -131 dBc/Hz at 5 MHz offset
after accounting for the effect of VCO noise.

/\ 5Te * R |
L e e 3 Mbit/s
g - 3)
o ., 2 Mbit/s .,
o s 4T ., ,
2 RS BN 1 Mbit/s
© S |
: — 34..400 Kbit/s e
<| g epeaniers
A
I
9 2 | e —— .
O
C | | ' ' ' [ [ [ [
_ ' ' ' ' } |} |} |} |}
20 40 00 80 h

>- A Sample Rate (MHz)

| Increased Digital Power >

Figure 1.12: Achievable data rates vs. PLL order and -A sample rate.

Figure 1.12 reveals that the achievement of high data rates requires high PLL
orders and high >-A sample rates. An increase in PLL order leads to increased power
and complexity in the analog section of the PLL in order to realize additional poles
and/or zeros, and perform tuning [48] to insure that these poles/zeros are accurately
set. Such tuning is particularly critical for PLL orders greater than 2 in order to assure
stable PLL dynamics. An increase in 3-A sample rate leads to increased power in
the digital section of the modulator since it leads to an increased clock speed for the
3-A and ROM circuitry. Thus, the figure reveals that an increase in data rate leads
to increased power levels in the fractional-N modulator.

1.6 Proposed Method

The primary contribution of this thesis is a proposed compensation method that al-
lows the data bandwidth to exceed the PLL bandwidth by over an order of magnitude
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with little increase in the power dissipation or complexity of the fractional-/N modu-
lator. As illustrated in Figure 1.13, the increase in data rate is achieved by cascading
a digital compensation filter, which is the inverse of the PLL transfer function, with
the digital transmit filter. The resulting transfer function seen by the data is flat,
which allows the data rate to exceed the PLL bandwidth. The compensation filter
can be implemented by simply combining it with the transmit filter and altering the
ROM storage values. Noise is not amplifed by using the compensation method since
it alters the transmit filter rather than acting on an analog input signal.

e 1 digital ¢ ><= analog =>
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Figure 1.13: Proposed compensation method.

Table 1.1 displays the achievable data rates at different 3-A sample rates using
compensation; the noise specification was identical to that used to generate Fig-
ure 1.12, and the order was restricted to two for reasons discussed later in the thesis.
Figure 1.14 compares the achievable data rate with compensation at a >-A sample
rate of 20 MHz to the achievable data rates without compensation; we see that com-
pensation allows high data rates to be achieved with relatively low complexity and
power dissipation. The calculated data rates with compensation are based on the
available dynamic range within the implemented PLL, a point that is touched upon
below.

>-A sample rate 20 MHz 40 MHz 80 MHz
Max. data rate || 3.4 Mbit/s | 4.8 Mbit/s | 4.9 Mbit/s

Table 1.1
Theoretically achievable data rates using compensation for second order PLL.
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Figure 1.14: Comparison of achievable data rates with and without compensation
vs. PLL order and Y-A sample rate.

1.7 Issues

There are two issues that must be considered when implementing the proposed com-
pensation method. The first is that, in practice, mismatch will occur between the
compensation filter and PLL dynamics. While the compensation filter is digital and
therefore fixed, the PLL dynamics are analog in nature and sensitive to process and
temperature variations. Figure 1.15 illustrates that a parasitic pole/zero pair and
high frequency gain error occurs when the bandwidth of the PLL is too high. A simi-
lar situation occurs when the gain is too low. As will be described later, the parasitic
pole/zero pair causes intersymbol interference and modulation deviation error. Thus,
it is important to strive for a PLL implementation that has accurate PLL dynamics
despite process and temperature changes.

The second issue is that the achievement of high data rates requires a large dy-
namic range in the modulation path. As shown in Figure 1.16, the compensated
transmit filter amplifies high frequency components in the input data stream. The
resulting modulation signal experiences an increased signal swing that must be ac-
commodated in the modulation path. To achieve data rates in excess of 1 Mbit/s, the
1-bit pathway into the divider is not sufficient. An increase in this pathway requires
the use of multiple-bit output X-A and a multi-modulus divider that supports a wide



1.8. IMPLEMENTATION HIGHLIGHTS

\ 4

A 4

-

Compensated Transmit Filter /ﬂu ﬂ
Data /
N[

Fout

N~ /7

Trans. Fil. Comp. Fil. 1-bit Z-A  PLL

Figure 1.15: The effect of mismatch.

range of divide values.

Ref —»| PFD

\ 4

Loop
Filter

—» Qut

T— NN+ fe——

Compensated
Transmit Filter \1\1-bit
Data Mod | Digital =- A
— e |
‘/\ Modulator

Data [ |__[ 1

Figure 1.16: High data rate costs dynamic range.

1.8 Implementation Highlights

35

To show proof of concept of the proposed compensation method, the system depicted
in Figure 1.17 was built using a custom, CMOS fractional-N synthesizer that contains
several key circuits. Included are an on-chip, continuous-time filter that requires no
tuning or external components, a digital MASH >»-A modulator with 6 output bits
that achieves low power operation through pipelining, and a 64 modulus divider that
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supports any divide value between 32 and 63.5 in half cycle increments. The inclusion
of the external divide-by-2 prescaler allows the CMOS divider input to operate at half
the VCO frequency, and changes the range of divide values to all integers between 64

and 127.
20 MHz ——» PFD —lﬁ—» oop | Out
Carrier T_ 64 quulus : 2
frequency i Divider :

digital f

Data d i _
ata stream | Digital =- A
’ Modulator
06uCMOSIC .....................

Figure 1.17: Overall System.

Table 1.2 lists the specifications of the prototype frequency synthesizer IC. The
power of the proposed system is roughly half that of a DECT system described by
Heinen in [15], which is believed to be representative of the lowest power transmitter
architecture available at the present time. It should be noted that the spurious noise
was measured without an output bandpass filter on the transmitter. The inclusion of
this filter should lower the spurious response to less than -80 dBc.

Power consumption || 27 mW
Maximum Data Rate || 2.85 Mbit/s
Carrier Frequency || 1.81 GHz to 1.89 GHz
Modulation || GFSK
Spurious Noise || < —60 dBc
Phase Noise || < —131 dBc/Hz at 5 MHz offset

Table 1.2
Modulator specifications.

The modulation method chosen for the prototype is Gaussian Frequency Shift Key-
ing (GFSK). This method is similar to Gaussian Minimum Shift Keying (GMSK) [49],
the difference being that GFSK allows a tolerance on the modulation index, h. (By
definition, h is the ratio of the peak-to-peak frequency deviation of the transmitter
output to its data rate.) This tolerance is necessary when using the compensation
method since mismatch between the compensation filter and PLL dynamics changes
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the frequency deviation of the transmitter output. (An explanation of this phe-
nomenon is provided in Chapter 6.) The value of h is 0.5 in the case of GMSK,
which causes the phase of the transmitter output to increment or decrement by 7/2
radians during each data symbol period. In the case of GFSK as used in DECT,
h =0.540.05.

Although the proposed compensation method is applicable to modulation meth-
ods other than GFSK, we will restrict our analysis to this case since it provides a
benchmark for our results. Specifically, we will strive to meet the performance stan-
dards of DECT; our primary goal will be the achievement of a data rate in excess of
1 Mbit/s with a noise spectral density that is less than -131 dBc/Hz at 5 MHz offset.

In the implementation, the 64 modulus divider and 6 output bit 3-A modulator
provide a dynamic range for the compensated modulation data that is wide enough to
support data rates in excess of 2.5 Mbit/s. The on-chip loop filter allows an accurate
PLL transfer function to be achieved by tuning just one PLL parameter — the open
loop gain. A brief overview of each of these components will now be presented.

1.8.1 Divider

To achieve a low power design, it is desirable to use an asynchronous divider struc-
ture to minimize the amount of circuitry operating at high frequencies. As such,
a multi-modulus divider structure was designed that consists of cascaded divide-
by-2/3 sections [50]; this architecture is an extension of the common dual-modulus
topology [45,51-53]. Shown in Figure 1.18 for an 8-modulus example, this divider
structure allows a wide range of divide values to be achieved by allowing a variable
number of input cycles to be ‘swallowed’ per output cycle. Each divide-by-2/3 stage
normally divides its input by two in frequency, but will swallow an extra cycle per
OUT period when its control input, D;, is set to 1. As shown for the case where
all control bits are set to 1, the number of I N cycles swallowed per OUT period is
binary weighted according to the stage position. For instance, setting Dy = 1 causes
one cycle of IN to be swallowed, while setting D, = 1 causes 4 cycles of IN to be
swallowed. Proper selection of {DyD1Dg} allows any integer divide value between 8
and 15 to be achieved.

The 64 modulus divider that was developed for the prototype system uses a similar
principle to that discussed above, but has a modified first stage to achieve high
speed operation. Specifically, the implemented architecture consists of a high speed
divide-by-4/5/6/7 state machine followed by a cascaded chain of divide-by-2/3 state
machines as illustrated in Figure 1.19. The divide-by-4/5/6/7 stage accomplishes
cycle swallowing by shifting between 4 phases of a divide-by-2 circuit. Each of the
4 phases is staggered by one IN cycle, which allows single cycle pulse swallowing
resolution despite the fact that two cascaded divide-by-2 structures are used. This
phase shifting approach, which is also advocated in [53], allows a minimal number of
components to operate at high frequencies — the first two stages are simply divide-
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Figure 1.18: An asynchronous, 8-modulus divider topology.

by-2 circuits, not state machines. Also, the fact that control signals are not fed into
the first divide-by-2 circuit allow it to be placed off-chip in the prototype.
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Figure 1.19: An asynchronous, 64 modulus divider implementation.

1.8.2 Loop Filter

The achievement of accurate PLL dynamics is accomplished in the prototype system
with the variable gain loop filter topology depicted in Figure 1.20. Surrounding stages
relevant to the loop filter description are included and will now be described. The
PFED output is a square wave voltage waveform whose duty cycle varies according
to the input modulation data. The shaded region corresponds to the approximate
duty cycle span that 2.5 Mbit/s would take up in the prototype. A conversion of
the PFD output from voltage to current is made by the charge pump, which yields
two complementary current waveforms with modulated duty cycles. These current
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waveforms are fed into the inputs of an opamp that integrates one current and adds
to it a first order filtered version of the other current. The first order pole, w,, is
created using a switched capacitor technique, which reduces its sensitivity to thermal
and process variations and removes need for tuning the time constant. An important
characteristic of the loop filter is that it has a continuous-time output despite the fact
that the discrete-time switched capacitor method is used to set its time constant.

PED o > Charge < _V:’“t
Pump > +
I = F cky  cky
TT

Figure 1.20: PFD, charge pump, and loop filter.

Since the loop filter achieves accurate time constants that are insensitive to process
and temperature variations, the only parameter that needs to be tuned to obtain
accurate PLL dynamics is its open loop gain. In the illustrated topology, gain control
is achieved by varying the value of I produced by the charge pump. This leads to the
need for a variable current charge pump, which is described later in the thesis.

1.8.3 Y-A structure

A low power, digital -A modulator was realized in the prototype by using a pipelin-
ing technique to allow reduction of its power supply voltage. The use of this technique
relied on the fact that the 3-A could be implemented as a MASH structure [47] since
a multiple bit output is required. (A MASH structure of order n requires at least n
output bits [47].)

Figure 1.21 illustrates the second order, MASH topology used in the prototype; it
consists of cascaded first order sections that contain no surrounding feedback loops.
This structure is pipelined by applying a well known technique that has been used
for adders and accumulators [54,55]. Figure 1.22 illustrates a 3-bit example; the key
principle is that registers are inserted in the carry chain of the adder to reduce its
critical path. To achieve time alignment between the input and the delayed carry
information, registers are also included to skew the input bits. The adder output
is realigned in time by performing an “align shift” of its bits as shown. The same
approach can be applied to digital accumulators since there is no feedback from
higher to lower bits. Since its basic building blocks are adders and accumulators, this
technique allows a MASH Y-A modulator of any order to be pipelined.
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Figure 1.22: A pipelined adder topology.

1.9 Contributions

The primary contribution offered by this thesis is the introduction, analysis, and ver-
ification of a digital compensation method that increases, by over an order of mag-
nitude, the data rate that can be achieved when directly modulating a fractional-/NV
synthesizer. This method is used in a prototype transmitter capable of achieving data
rates in excess of 2.5 Mbit/s with a PLL bandwidth of 84 kHz and an overall architec-
ture that is primarily digital in nature. Simplicity and power savings are achieved in
its design by virtue of the fact that no mixers or D/A converters are required in the
modulation path. Good performance is also achieved — measured results from the
prototype indicate that it meets the performance specifications required for DECT.
The idea of using compensation to modulate a PLL frequency synthesizer at data
rates beyond its bandwidth is not new; patents that advocate such an idea are found
in [56-59]. However, the approaches presented in these patents are intimately tied to
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modulation methods in which data enters as an analog signal to a node (or nodes)
within the PLL. The compensation filters are implemented as analog circuits; this
approach requires several component values to be accurately set, and leads to the
amplification of noise in those frequency regions where the input signal is increased.

In contrast, the technique presented here achieves compensation by simply modi-
fying the digital transmit filter of the transmitter, which is required to achieve good
spectral efficiency. This method of implementation adds little power or complexity
to the synthesizer design, and does not lead to amplification of noise. In contrast
to the requirement that several components be accurately set, the presented method
allows accurate matching between the compensation and PLL transfer functions to
be achieved by proper adjustment of one parameter, the open loop gain of the PLL.
The resulting transmitter architecture achieves a high level of integration, low power
dissipation, and good performance.

1.10 Overview of Thesis

The remaining chapters in this thesis provide further analysis and implementation
details pertaining to the proposed compensation method. They are organized into
three different sections. The first section, Chapters 2-6, focuses on modeling and
analysis related to the technique. The second section, Chapters 7-9, presents the
circuit designs used in the prototype. The last section, Chapters 10-11, describe the
overall design of the prototype and present simulated and measured results.

The first section begins with the presentation of a linearized model of the fractional-
N synthesizer. This model allows the influence of the PLL dynamics on modulation
and noise performance to be quantified (Chapters 2 and 3). The known technique of
modulating the synthesizer within its bandwidth is then evaluated; it is shown that
data rates in excess of 1 Mbit/s are difficult to achieve with this approach (Chapter
4). The proposed method is then introduced, and the achievable data rates with this
approach are quantified (Chapter 5). The influence of mismatch is discussed, with
particular focus on the effects of using type II feedback within the PLL (Chapter 6).

The description of the various circuit designs in the prototype focus on the multi-
modulus divider, the digital data path, and the analog phase comparison path within
the PLL. The divider chapter discusses the philosophy underlying its architecture, and
then presents implementation details (Chapter 7). The ¥-A modulator is described
with particular focus on the pipelining technique used to achieve its low power dis-
sipation (Chapter 8). Finally, the PFD, charge pump, and loop filter designs are
presented, which form the analog phase comparison path. Analysis of the resulting
transfer function in this path is covered in detail (Chapter 9).

The last section of the thesis begins with a discussion of the design procedure used
to set the PLL transfer function in the prototype. Analytically based calculations
are made of the noise performance of the resulting system (Chapter 10). Finally,
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simulated and measured results are presented (Chapter 11).



Chapter 2

Modeling

This chapter presents detailed models of the fractional- N synthesizer that will be used
in later chapters to characterize the influence of its dynamics on noise and modulation
performance. First, a linearized, frequency-domain model of the PLL is derived; the
resulting block diagram differs from that used in classical PLL analysis [60] by its
inclusion of a linearized divider model, which is necessary for modulation analysis
of the compensated system. Parameterization of the PLL dynamics by a transfer
function, G(f), follows; this single function can be used to describe the relationship
between all signals of interest in the PLL. A discussion of ¥-A modulation applied to
frequency synthesis ensues. The chapter concludes by presenting a complete model
of the synthesizer that includes the effects of the »-A modulator. The resulting
structure is parameterized in terms of G(f), and separated into noise and modulation
sections.

2.1 PLL Basics

Figure 2.1 gives a block diagram of a PLL, along with a snapshot of the signals
associated with various nodes in this system. A PLL achieves its functionality through
the use of feedback. As shown in the figure, this action is accomplished by first
dividing the output frequency of the VCO and then comparing its phase to the phase
of the reference source in order to produce an error signal. The phase comparison
operation is done through the use of a phase/frequency detector (PFD) which also acts
as a frequency discriminator when the PLL is out of lock. Practical implementations
of the PFD are nonideal, and lead to the introduction of high frequency components
in the error signal. These components must be attenuated before feeding the error
signal into the VCO input; this task is accomplished by the loop filter. By using the
error signal to steer the VCO input voltage, the feedback action of the PLL accurately
sets the output carrier frequency, F,;,, to be

P1(77u‘,C - NnomFre )
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where Fj.; corresponds to the reference frequency, and N,,,, is the nominal value of
NIk]. Variation of N[k] leads to modulation of the output frequency about F,,..

AT MUUTULLL ——— N

Ref(t) E(t) Loop Vin(®) Out(t)
— | PFD "| Filter 4®7_>

Multi-Modulus |,
Div(t) Divider

NIK] ‘

Figure 2.1: A PLL and associated signals when the divide value is varied.

2.2 Frequency Domain Model

A model of the PLL dynamics that links deviations in the divide value to phase
deviations at the PLL output is now derived. Our analysis is based on the princi-
ple of superposition; in particular, we will subtract out the nominal condition that
Fout, = NpomFref when defining all phase variables of interest. Given these variable
definitions, we will derive equations that describe the behavior of the PFD and Di-
vider components. Block diagrams of all the PLL components are then presented,
and combined to form the overall PLL model.

2.2.1 Definition of Phase/Frequency Signals

We begin our modeling effort by defining instantaneous frequency signals associated
with the divider, PLL, and reference outputs. The instantaneous frequency of the
divider output during time interval & is defined to be

1

Falk] = ———,
iio K] ty — tp—1

where t;, is the time at which the &% rising edge of the divider output, Div(t), occurs;
Figure 2.2 illustrates the relevant notation. Substitution of ¢, = kT + At into the

above expression yields
1

T T+ At — Ay

Flai[K] (2.1)
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Alternatively, the divider output can be expressed in terms of the instantaneous
frequency of the PLL output, which is assumed to be relatively constant during the
time intervals marked by ¢;. Specifically, we define the PLL output frequency during
time interval k as F,;[k|, and write

Fdiv [k] =

(2.2)

Finally, the reference frequency is defined as

Frop = 1/T.

—
=
—

k+1

kT (k+1)T

Figure 2.2: Definition of .

Given the above frequency variables, we now derive expressions for phase devia-
tions at the reference, divider, and PLL outputs in recursive form. These signals are
considered to be continuous-time in nature, but will be defined only at sample times
tr. By definition, the phase deviation of the reference source is zero, so that

cDref [k] = 0. (23)

Samples of the phase deviations at the divider output are defined by

g [k] — B[k — 1] = 27 (Fdw k] — %) (T + Aty — Aty_y); (2.4)

Similarly, samples of the PLL output phase deviation, ®,,[k], are defined by

1

Cbout[k] - (I)out[k - 1] =27 (Fout [k] - Nnom?

) (T+ Aty — Atpr)  (2.5)
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2.2.2 Derivation of PFD Model

The relationship between ®,.¢[k], ®g(k|, and E(t) will be briefly examined here;
further modeling details linking these variables are given in Chapter 9. We begin by
defining a phase error signal as

D k] = Pref[k] — Py K]
Substitution of Equations 2.3 and 2.4 into the above expression yields
Atk — Atk_l
T

with the aid of Equation 2.1. To obtain a nonrecursive expression for ®,.[k], we first
relate its value to an initial time sample ¢:

koAt — At

O [k] = 27 + D[k — 1] (2.6)

P [k] =2m > + @, [i]. (2.7)
m=i+1 T
Assuming initial conditions are zero, we obtain
At
®,[k] = TkZW. (2.8)
We relate ®.[k] to E(t) by constructing a new signal, ®,(¢), as
O (t) = > @[k]O(t — kT); (2.9)
k=—oc0

this signal is an impulse train that is modulated by the instantaneous phase error
samples, ®.[k]. (The ‘hat’ symbol serves as a reminder that ®.(t) is a modulated
impulse train rather than a continuous signal.) As explained in Chapter 9, the error
signal generated by the PFD output can be approximated as

E(t) ~ Z@e(t) + Egpur(t), (2.10)

where Ej,,(t) is a square wave of period T" with fifty percent duty cycle. By defining
signals @4, (t) and @,.¢(t) as

B i (1) = i Dy [K]0(t — KT, ®pef(t) = i D, [k]0(t — kT) =0,  (2.11)

k=—0c0 k=—o00

E(t) is described in terms of the divider and reference phase signals as
T - N
E(t) ~ ;(@Tef(t) — iy (1)) + Espur(t). (2.12)

Note that the impulses forming D yiv (t) are referenced to time k7T, while the samples
in ®4,[k] are referenced to time tx. Our PFD model therefore ignores time jitter
caused by Aty; the impact of this jitter will be discussed in Chapter 9.
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2.2.3 Derivation of Divider Model

We now relate the PLL and divider output phase deviations by linearizing the action
of the divider. To do so, we first decompose the divide value at time increment k as

N k] = Noom + nlk],

where n[k] represents the instantaneous divide value deviation from its nominal set-
ting of Nyom. (Note that both nlk] and N,,, may be non-integer in value.) All
approximations to follow are based on the assumption that |n[k]| < N, for all k.

Proceeding with the derivation, we first combine Equations 2.2 and 2.4 to obtain
Foulk] 1

N[k T) (T + Aty — Atys); (2.13)

q)di'u [l{)} — q)div[k — 1] =27 (
This expression can be approximated as
1 nlk 1
q)div[k]_q)div [k’—l] 2T (Nnom (1 — N£0L> Fout[k] — T) (T+Atk—Atk_1). (214)

Since (Fout[k]/Npom ) (T + Aty — Aty_1) =~ 1, Equation 2.14 can be reduced to

2 1
(bdiv [k] - (I)di'u[k - 1] ~ T ((Fout[k] — Nnom?) (T + Atk — Atk,1> — n[k]) .
o (2.15)
Finally, we use Equation 2.5 to express the above relationship as
2T
Dy [k] — Pain [k — 1] = N (Pous[k] — Powt[k — 1] — nlk]). (2.16)

To obtain a non-recursive version of Equation 2.16, we first relate values at time
k to those at an initial time sample ¢

, 27 » k
P aiv [k] — Qi [2] ~ D@yt [k] — Dout [Z] - Z n[m] .
Nuom m=i+1
By setting ¢ = 0 and assuming initial conditions are zero, we obtain
27 k
(I)dw[k'] ~ N— (I)out[k] - Z n[m] . (217)
nom m=1

To allow closed loop analysis of the overall PLL, it is advantageous to recast
Equation 2.17 in terms of impulse trains as

B (1)~ 2T (&)m(o— /_t Oofz(r)dr), (2.18)

nom

where
(oo}

qA)out(t) = i q)out[k](;(t - kT)? ﬁ(t) = Z n[k]é(t - kT)a

k=—o0 k=—o00

and @4, (t) is defined in Equation 2.11.



48 CHAPTER 2. MODELING

2.2.4 Modeling of Divider Sampling Operation

So far, we have examined phase deviation signals within the PLL only at sample
points set by tx. However, the output phase deviation of the PLL, ®,,(t), that is
generated by the VCO is assumed to be continuous-time in nature. We now discuss
a frequency domain model that links this continuous-time signal to the impulse train
representation, éout(t)7 used in the divider model.

®,,(t) and &Dout(t) are stochastic in nature, and therefore have undefined Fourier
transforms. We seek the frequency-domain relationship between these two signals; its
derivation will be obtained by temporarily assuming that these signals are determin-
istic in nature, and that their Fourier transforms are well defined as

[e.°]

A

(I)OUt(f) = /O:O (I)OUt(t)e_jQWftdta (i)out(f) = / q)out(t>e_j27rftdt.

—00

Since the impulses in i)out(t) effectively sample e 72™/* when forming éout( f), we

obtain .

A A

(I)out(f) - Z (I)out[k}e_j%Tka‘

k=—o00

It is a property of the Fourier transform [61] that ®,,(f) and i)out( f) are related as

A

q)out(f) :% i (I)out(f_ %)

n=—oo

Thus, @out( f) is composed of copies of ®,,;(f) that are scaled in magnitude by 1/7T
and shifted in frequency from one another with spacing 1/7. We will assume that
the bandwidth of ®,,,(f) is much smaller than 1/7", so that negligible aliasing occurs
between the copies of ®,,(f) within (i)out( f). In addition, it is assumed that the
continuous-time, lowpass filtering performed by the VCO and loop filter reduces the
influence of the high frequency components in éout( f) to negligible levels. (The
influence of ®,,(f) is manifested within the PLL through the signal ®,(t) by the PFD
output, which passes through the loop filter and VCO dynamics before influencing
(I)out (t))

These concepts are illustrated for a general signal, z(t), in Figure 2.3. The draw-
ing suggests that the overall dynamics of the PLL are influenced primarily by the
‘baseband’ copy of ®,,(f) within @out(f). As shown at the bottom of the figure,
we model the conversion between these signals in the frequency-domain as a simple
scaling operation of the continuous-time signal by 1/7. Although this assumption
will break down when trying to perform noise analysis at frequencies close to 1/T,
it will prove useful and reasonably accurate when performing closed loop analysis for
most frequencies of interest in our application. Note that the double outline of the
box in the figure is meant to serve as a reminder that the model is an approximation
since copies of the baseband signal are produced.
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Figure 2.3: Frequency domain modeling of discrete-time signals in PLL.

2.2.5 Overall Model

Figure 2.4 displays linearized, frequency-domain models for each of the PLL compo-
nents. We briefly review the significant characteristics of each block.

The divider effectively samples the continuous-time output phase deviation, ®,,;(t),
and then divides its value by N,.,. The output phase of the divider, é)dw (t), is di-
rectly influenced by <i>n(t), which is formed as the integration of deviations in the
divider value, n(t). The integration of n(t) is a consequence of the fact that the
divider output is a phase signal, whereas n(t) causes an incremental change in the
divider output frequency. Since 7(t) and ®,(t) consist of modulated impulse trains,
the integration operation between them is modeled as the transfer function 1/(1— D),
where D = ¢ 727/T,

The PFD can be considered as a translator between the discrete-time phase error,
®.[k], and the continuous-time signal, E(t), that is sent into the loop filter. In
other words, the PFD can be viewed as a DT to CT converter. Assuming that phase
detection is implemented digitally as an XOR gate, the DT to CT conversion amounts
to creating a square-wave output whose instantaneous duty cycle is a function of ®,[k].
As Chapter 9 explains, the resulting waveform, F(t), can be expressed as the sum of
an impulse train modulated by ®.[k|, and a square wave with constant duty cycle,
Egpur(t). In the PFD model shown in Figure 2.4, we have defined a perturbation
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Figure 2.4: Linearized models of PLL components.

source, DN (), that consists of the sum of E,,,(t) and jitter noise from the reference
frequency, divider logic, and PFD [46]. E,,.(t) will cause spurious noise at frequencies
that are multiples of 1/T, while the jitter noise is expected to be broadband in nature.
As a side remark, it should be noted that the PFD model assumes phase deviations are
small so that the frequency detection capability of the PFD need not be considered.

As for the remaining components, the loop filter is modeled as a frequency domain
transfer function, H(f), and the VCO is represented by an integrator with gain K,
(Hz/V) that produces an output phase signal. The VCO includes an accompanying
noise source, ®,, (), to model phase noise that occurs in a practical implementation
of a VCO. In the context of analysis in this thesis, we will assume that the spectral

density of ®,,(t) decreases with increasing offset frequency from the carrier at -20
dB/dec [62,63].

Each of the component models are combined to form the overall PLL linearized
model shown in Figure 2.5.
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Figure 2.5: Overall PLL model.

2.3 Parameterization of the PLL Model

It will prove useful to parameterize the model shown in Figure 2.5 in terms of a
transfer function defined as

H(f)K,/(xN)

G(f) = Tt H(DE [ (rN) (2.19)
Since H(f) is lowpass in nature, G(f) has the following property:
G(f)—1 as f—0, G(f) — 0 as f — oo, (2.20)

implying that G(f) is also a lowpass filter. The value of introducing G(f) is that all
transfer functions of interest within the PLL can be parameterized by it, and therefore
be easily related to one another.

The relationships between the divider signal, ®,,(¢), VCO noise, ®,,(t), and PFD
noise, DN (t), to the output phase, ®,,;, are given by the transfer functions shown in
Figure 2.6; these transfer functions were derived from Figure 2.5. Figure 2.6 provides
the insight that VCO noise is highpass filtered and the PFD noise lowpass filtered
before influencing the output phase.

The bottom portion of Figure 2.6 provides an alternative representation of the
influence of the divider signal on the output phase. Its derivation is obtained by
approximating the delay element D as

D = %1 1 — jorfT, for f < 1/T, (2.21)

and changing the order of the two cascaded blocks between 7 and ®,,. The last model
will be used in the modulation analysis to follow, and reveals that the divider mod-
ulation signal, n(t), effectively passes through a path consisting of a D/A converter
and lowpass filter and is then converted to phase by an integration operation.
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Figure 2.6: Parameterized PLL model.

2.4 Frequency Control Without >-A Modulation

Figure 2.7 illustrates modulation of the PLL output frequency that occurs when its
divider value, n(t), is varied. (For convenience in later analysis, we introduce n(t) as
a continuous-time signal that is sampled to form the modulated impulse train, n(t) .)
The output frequency is changed about the carrier frequency as illustrated, resulting
in a form of frequency shift keyed (FSK) modulation. Since n(t) can only be altered
in integer steps, the minimum deviation of the output frequency is 1/7.

T e N o N
n(t) n(t) [— fm(t)
—7 % N K .

D/A and Filter

Figure 2.7: Simple FSK modulation of the PLL.

Referring back to Figure 2.6, the achievement of good noise performance requires
the value of cutoff frequency of G(f), defined as f,, to be well below 1/T"; this must
be done in order to properly attenuate the spurious tones present in DN (¢) [28]. An
interesting viewpoint of this situation is to consider the PFD output as a coarse signal
that is dithered between 1 and -1 and then smoothed by the PLL dynamics, G(f), to
produce a finer resolution signal. For such smoothing to be effective, the dynamics of
the PLL must be much slower than the dithering rate.

To achieve good modulation performance, it is desirable to set the value of f, high
enough that the bandwidth of G(f) does not attenuate the modulation signal in its
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high frequency region. Modulation at high data rates therefore requires a correspond-
ingly high value of f,, which in turn forces 1/7 to be even higher. Unfortunately, a
high value of 1/T yields poor frequency resolution, yielding a direct tradeoff between
the achievement of high resolution and fast dynamics.

2.5 X-A Modulation Principles

By using fractional- N techniques, we can decouple the frequency resolution from the
choice of reference frequency by using a ‘dithering modulator’; this method increases
the resolution of the synthesizer by dithering the divide value at a high rate and using
the PLL dynamics, G(f), to perform smoothing. The resulting ‘averaged’ value of
n(t) can be changed in ‘fractional’ increments, so the effective value of n(t) and Ny
are no longer constrained to be integer. The price paid for the increase in resolution
is the introduction of quantization noise.

The characteristics of this new quantization noise, which we will denote as ¢(t),
are determined by the method of dithering. If periodic dithering is chosen, as effec-
tively done by the PFD, then the quantization noise will have spurious components.
The spur of lowest frequency must occur at a value less than or equal to 1/(27") since
n(t) consists of samples spaced T" apart. The low frequency spurious content imposes
difficulty in realizing a G(f) with high bandwidth that adequately attenuates such
components. Moreover, the frequency of these spurs will typically shift as the av-
erage of n(t) is changed, which further complicates efforts of achieving good noise
performance. Typically, this problem is dealt with by cancelling out such noise at the
PED output by using a method known as phase interpolation [46]. Such an approach
requires a D/A converter operating at the reference frequency, which can be very
unattractive when seeking a low power solution since a high reference frequency is
desirable.

Rather than using periodic dithering, a better solution is to randomize the dither-
ing pattern such that it accurately produces the desired average divider value while
creating quantization noise with minimal spurious content. The quest for non-periodic
dithering has led to several techniques that introduce randomization through various
means [23,28]. The most elegant of these methods appears to be a method presented
by Riley et al. that draws from the field of ¥-A D/A converters [23]. Such D/A con-
verters are capable of achieving output analog signals of high resolution with a coarse
D/A converter; the high resolution is obtained with a dithering technique known as
>-A modulation. This method produces quantization noise that is ‘shaped’ such that
most of its energy is placed at high frequencies. Low spurious content can be achieved
provided that the order of the modulator is adequately high and/or the input to the
converter varies sufficiently with time [47].

The use of 3-A modulation in fractional-/N synthesis is illustrated in Figure 2.8.
The ¥-A modulator translates the M-bit digital input sequence to an L-bit sequence,
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Figure 2.8: ¥-A modulation applied to Fractional-N synthesis.

where L < M. (For simplicity in the figure, we show the case where L = 1; the
remaining portion of this thesis will focus on the case in which L > 1.) As illustrated,
the M-bit input sequence is assumed to vary slowly with respect to the rate of dither-
ing so that the smoothing filter has an adequate number of samples to ‘average’ for
reconstruction of the high bit-width input of the modulator.

2.5.1 Fractional-N Modulator Model

Proper modeling of the >-A converter is dependent on the architecture chosen. Two
types prevail — the single loop and MASH structure. For a transmitter application,
we argue that the MASH structure is the better choice for four reasons. First, it
is unconditionally stable, so that there is never a need to reset internal integrators.
Such actions cause glitches in the dithered signal, which can lead to missing data bits
and/or timing jumps in the transmitted sequence. Second, the MASH architecture
is readily pipelined (Chapter 8), which leads to considerable power savings. Third,
the MASH topology imposes no transfer function on its input which would affect the
modulated waveform. Finally, the MASH structure supports a full dynamic range
regardless of its order.

Figure 2.9 displays the model for an n** order MASH Y-A converter placed within
the PLL modulation section. The MASH model is represented as the addition of the
delayed input signal and the shaped quantization noise, ¢(t). Under the assumption
of a high order structure and/or a sufficiently varying input, the quantization error
is modeled as the output of a filter with transfer function (1 — D)™ that is driven
by a white noise sequence, 7(t), whose samples are uniformly distributed between 0
and 1. (Simulations of the prototype confirm that such modeling is accurate in our
application when modulation is applied.) The updated PLL model places the ¥-A
to the right of the sampling operation since it is discrete-time in nature, and includes
the integration operation that yields ®g,(t).

A frequency domain interpretation of the interaction between the >-A modulator
and PLL dynamics is revealed through the example spectra in Figure 2.9. The slowly
varying nature of the input causes its energy to be confined to low frequencies relative
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Figure 2.9: Model of frequency modulation of the PLL output when its divide value
is dithered by a 3-A modulator.

to 1/T. The quantization noise has low energy content at these low frequencies due to
the shaping action of the -A. By filtering the high frequency portion of the overall
signal, n(t), with G(f), much of the quantization noise is removed without affecting
the input. (This last point assumes that the bandwidth of the input is less than f,.)

It is convenient to recast Figure 2.9 into the model shown in Figure 2.10, which
separates the influence of the quantization noise from the desired modulation signal.
The repartitioned model ignores the delay of the input through the 3-A since it has

: TG
(1) q(t) : Dt) [
— | (1-D)n §>2n1f—D ,R
‘) Equivalent q>fq(t)
----- G (f) (t) (t)
Ins (t) : mOd(t) 1 d)mod q)fm
s, LT N K ] J_f

Figure 2.10: Alternate representation of ¥-A model.

no influence on the dynamics of the PLL. The noise section can be further simplified
by deriving the power spectrum of ®,(¢) and then removing all blocks to the left of
this signal. To do so, we use the fact that D = 72"/ to obtain

2

Ss,(f) = ‘27? (1 — e—ﬂwa) (=) S+ (f). (2.22)

After simplifying the above expression and substituting Sz(f) = 1/12, which is derived
on the assumption that 7(¢) is white and uniformly distributed between 0 and 1, we



56 CHAPTER 2. MODELING

obtain (2n)?

T
S. (f) =
Figure 2.11 illustrates the resulting PLL model, which now includes the effect of 3-A
modulation; the structure is partitioned into modulation and noise analysis sections
to aid analysis in the following chapters.

(2sin(mfT))2" Y (2.23)
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Figure 2.11: Separation of PLL model into signal and noise sections.

2.6 Summary

This chapter presented a linearized, frequency-domain model of the PLL. The effects
of using >-A modulation to increase synthesizer resolution were included in the anal-
ysis, and transfer functions were derived that describe the influence of modulation
and noise sources on the output phase of the synthesizer. These transfer functions
are parameterized by a common function, G(f), which allows ready comparison to
one another. The chapters to follow use these transfer functions to perform analysis
of modulation and noise performance of the fractional-N synthesizer.



Chapter 3

Noise Properties of a Modulated
Synthesizer

This chapter examines the influence of the PLL noise sources in Figure 2.11 on the
output spectrum of the synthesizer. We will focus particularly on the effects of such
noise at high frequency offsets from the carrier; the noise requirements for a transmit-
ter are very strict in this range to avoid interfering with users in adjacent channels.
In the case of the DECT standard, the phase noise density can be no higher than -131
dBc/Hz at a 5 MHz offset [14,15]. Noise at low frequency offsets is less critical, and
need only be below the modulation signal by enough margin to insure an adequate
signal-to-noise ratio.

We begin by exploring the nonlinear relationship between the overall phase noise
density modeled in Figure 2.11 and the output spectrum when modulation is applied.
The overall phase noise density is then broken down into its three major components,
which are PFD, VCO, and >-A quantization noise. The influence of the PLL dy-
namics, G(f), and X-A sample rate, 1/T, on each of these components is explored.
It is shown that the settings of G(f) and 1/T have negligible impact on the VCO
noise, and should be set according to the level of attenuation required of the 3-A
quantization noise. (The »-A quantization noise is assumed to be higher than the
PFD noise at the frequencies of concern, so that the influence of PFD noise can be
neglected.) The chapter concludes by quantifying the parameter space of G(f) and
1/T which reduces the influence of the X-A quantization noise on the overall phase
noise density to -136 dBc/Hz at 5 MHz offset.

3.1 The Relationship Between &y,(t), ®,,,4(t), and
the Output Spectrum

Figure 3.1 illustrates the connection between the phase variables modeled in Fig-
ure 2.11 and the output of the transmitter, which is a phase modulated sine wave.

57
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Reviewing the notation, Out(t) is the transmitter output, ®,,,q(t) is the phase de-
viation of Out(t) due to modulation, and ®,, is the overall phase noise of Out(t).

Figure 3.1: Illustration of the relationship between modeled phase, ®,,(t), and the
transmitter output, Out(t).

The relationship in Figure 3.1 is expressed mathematically as
Out(t) = cos(2m fet + Ppoa(t) + P (2)). (3.1)
Using a familiar trigonometric identity, we expand Equation 3.1 as
Out(t) = cos(27m fet + Prod(t)) cos(P (t)) — sin(27 fet + Poroa(t)) sin( P (t)). (3.2)

We form an approximation of the above expression based on the assumption that the
noise fluctuations are small so that |®4,(t)] < 1 for all ¢

Out(t) =~ cos(27 fot + Pproa(t)) — SIn(27 fet + Proa(t)) P (1) (3.3)

To obtain the power spectrum of Out(t), we take the autocorrelation of Equa-
tion 3.3 and make use of the fact that ®y,(¢) has zero mean and is uncorrelated with
the modulation signal, ®,,,q4(t). Defining R, (t) = R{Out(t)} as the autocorrelation
of Out(t), we obtain

Rout(t) ~ R{coS(2m fut + ®roa(£))} + R{SIN(27 Lol + Prooa(t)) LR (1)}

The output power spectrum, defined as S, (f) = S{Out(t)}, is found by taking the
Fourier transform of the above expression:

Sout (f) 2 Soute (f) + Soutm (f) * Sa,,(f), (3.4)

where ‘x” denotes the convolution operation, and

Sout, (f) = S{sin@2mfel + Proa(t))},  Se,, (f) = S{Pwm(t)}

Thus, we see that when directly modulating a frequency synthesizer, the output
spectrum is formed as the addition of a noiseless modulation spectrum, S, , and
a ‘smoothed’ noise spectrum, S,y (f) * Sewm(f). This smoothing operation has a
significant impact on the spurious performance of the transmitter, as discussed in the
following section.
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3.2 Interaction of Modulation and Noise on Out-
put Spectrum

It is generally assumed that a non-tunable, bandpass filter is used at the output of the
transmitter to remove harmonic components of the VCO. This filter must be capable
of passing all channels available to the transmitter, and will be assumed to have a
bandwidth that is on the order of 15 MHz in the context of this thesis.

Any out-of-channel noise emitted by the modulated PLL within the bandwidth
of the output bandpass will pass through the filter and interfere with other channels.
The near-far problem [46] will accentuate the effect of such noise, and leads to strict
out-of-channel noise requirements. Outside this bandwidth, the noise requirements
for the PLL output are less strict due to the attenuation offered by the filter. Noise
requirements at frequencies within the channel are also less strict, and need only
be below the modulation signal by enough margin to insure an adequate signal-to-
noise ratio. Therefore, it is at intermediate offset frequencies, where the noise is
neither overshadowed by the modulation spectrum or reduced by the output filter,
that requirements are most stringent. Our target performance specification in this
region is to achieve output noise that is less than -131 dBc/Hz at 5 MHz.

Figure 3.2 illustrates Equation 3.4 for the case in which GFSK modulation is
applied; the two plots illustrate the noiseless modulation spectrum, Sy, (f), and the
phase noise spectrum, Sg,, (f), before and after smoothing. In the figure, we see that
the spurious tone at 1/T is converted to phase noise by the smoothing operation.
Therefore, excellent spurious performance can be achieved when directly modulating
a frequency synthesizer — all spurs are convolved with the modulation spectrum and
turned into phase noise.

Figure 3.2 reveals that the transmitter output spectrum will experience increased
phase noise levels at frequencies close to 1/T due to the convolution of the modulation
spectrum with the reference frequency spur. Fortunately, noise at this frequency range
will be significantly attenuated by the output bandpass filter so long as 1/7T" is set
sufficiently higher than its bandwidth.

The spectra 101og Syu,, (f) and 101og Ss,, (f) are assumed to have units of dBc/Hz,
so that

| Soun(Df 1.

Assuming that Sy, (f) contains negligible levels of spurious tones in the intermediate
frequency range, and that its shape does not contain sharp peaks relative to the
bandwidth of the modulation spectrum, we can approximate the smoothed spectrum
within this region as

Soutr, (f) * Soin(f) = Sewm(f) (f in intermediate region).

Simulations of the prototype system indicate that the above approximation is accurate
at frequency offsets close to 5 MHz for the prototype system discussed in Chapter 10.
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Figure 3.2: Signal and noise components of the modulated output spectrum.

As a sidenote, it is worthwhile to compare the VCO based approach of upcon-
version to that based on mixers. In the case of ideal mixer-based upconversion, the
spurs in the local oscillator (L.O.) signal are also convolved with the modulation sig-
nal and turned into phase noise. However, a practical mixer also passes ‘feedthrough’
components to its output which are not convolved with the modulation signal; any
spurs in their spectrum are passed to the output spectrum. The achievement of low
spurious noise with a direct conversion approach using mixers is highly problematic
due to this issue.

3.3 The Influence of PLL Parameters on Noise
Performance

The primary PLL parameters that must be considered in designing the synthesizer
are the ¥-A sample rate, 1/7T, and parameterizing transfer function, G(f). (Note
that the reference frequency is also equal to 1/7".) To evaluate the influence of these
parameters on noise performance, it is necessary to decompose the overall noise,
®,,(t), in terms the various noise sources that influence it. Figure 3.3 displays example
power spectra of these noise components. The VCO noise, ®,,(f), is assumed to have
a power spectral density, Ss,, (f), that rolls off at -20 dB/dec in the frequency ranges
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considered [62,63]. The ¥-A quantization noise, @q(t), has a power spectrum, S(i)q (f),
that is periodic in frequency about 1/7" due to the fact that it is a discrete-time signal
with sample rate of 1/7". The PFD noise, DN (t), is composed of a spurious signal
with a fundamental frequency of 1/T" and random, white noise resulting from jitter
in the divider and PFD; its spectrum is denoted as Spy(f).

S (f T-G(f

gq( ) m 6ﬂ \()
fo

SavSf)\idi/i: - 1-G(f)

vn [’

Figure 3.3: View of noise components.

As seen by the many different transfer functions in Figure 3.3, the settings of G(f)
and 1/T have dramatically different effects on the manner in which these noise sources
influence the overall output noise, ®,(t). To achieve a design procedure involving
these parameters, we will break up analysis of their influence into two sections. The
first section will use qualitative arguments to deduce a design strategy, and the second
will quantitatively establish a design space for the PLL parameters that achieves the
required noise performance.

3.3.1 Qualitative Analysis

Table 3.1 provides a qualitative description of the influence of G(f) and 1/7" on the
overall phase noise, ®,(t), with respect to the individual noise sources depicted in
Figure 3.3. The statements in the table are derived by inspection of Figure 3.3,
and are limited to the consideration of noise performance at intermediate frequency
offsets. (This frequency range is assumed to be higher than the cutoff frequency of
G().)

Inspection of Table 3.1 reveals that the PLL parameters have no influence on the
VCO at the frequency range considered. Therefore, ®,,(t) need not be considered
when designing the PLL. However, the VCO must be properly designed so that its
phase noise is less than the overall desired noise specification.
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Decrease cutoff | Increase order | Increase
frequency of G(f) of G(f) 1/T
VCO noise, ®,,(t) no effect no effect no effect
PFD noise, DN (t) reduced reduced reduced
Quant. noise, ©,(t) reduced reduced reduced
Table 3.1

Influence of parameters in G(f) and of 1/7" on individual noise source contributions
to the overall phase noise spectral density, Se,,(f), at intermediate frequency offsets.

The influence of Spy(f) on Se,,(f) is given by the expression

|7TNnomG(f)’2 SDN(f)7

which reveals that the PFD noise is multiplied by N2, . Therefore, it is highly
beneficial to use a low divide value to reduce the effects of PFD noise; this objective
is accomplished by choosing a high reference frequency, 1/7. In fact, to achieve
attenuation of the spurious portion of DN (¢) by the output bandpass filter, 1/T" should
be set higher than its bandwidth. Reduction of the PFD noise is also accomplished by
choosing a low cutoff frequency and/or high order for G(f).

Reduction of the ¥-A quantization noise is achieved by the same PLL parameter
conditions specified for the PFD noise: a high reference frequency, low cutoff fre-
quency, and high PLL order are all desirable. Since much of the energy of the ¥-A
quantization noise is shaped into high frequencies, we will assume that this noise
source dominates over the PFD noise at intermediate frequency offsets. Therefore,
quantitative selection of the PLL parameters will be based on achieving adequate
attenuation of @q (t). (For the design parameters chosen for the prototype, simulated
and measured results in Chapter 11 verify that the 3-A noise is the dominant noise
source at frequency offsets close to 5 MHz.)

3.3.2 Quantitative Analysis

We now compute the PLL parameter space that achieves overall output noise that
is less than -131 dBc/Hz at 5 MHz offset. Several assumptions will be made in
this analysis. First, the crossover point of the modulation spectrum, S,y (f), and
smoothed noise spectrum, Sy, (f) * Se,, (f), will be considered to be greater than
fo- This assumption holds when the data rate is set as high as possible so that the
bandwidth of the modulation signal is the same or higher than the bandwidth of the
PLL dynamics, G(f). Second, we assume a simple parameterization of G(f) as a
Butterworth transfer function with order m and a cutoff frequency of f,:

GO = 7

G/ (3:5)
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The above expression is chosen for the sake of simplicity in calculations; other filter
responses could certainly be implemented. Third, it will assumed that the VCO noise
density rolls off at -20 dB/dec.

We begin by defining Ss,, ,(f) to be the output noise density that occurs if all
noise sources are set to zero except for the X-A quantization noise; this function is
calculated as

Su,(0) = 3 (B @sinGarm) 0 ) - G (36)

We can simplify the above expression by taking advantage of the assumption that
1/T is higher than the bandwidth of the output bandpass filter. This choice confines
the critical frequency region to f, < f < 1/T, so that the following approximations
can be made:

sin(rfT) ~xfT, |G = (fo/ /)™ (3.7)
Equation 3.6 then becomes
(27)?
12

For convenience, the above equation is placed in a logarithmic scale that yields units
of dBc/Hz for the spectral density magnitude:

101og(Sa,, ,(f)) =~ 10log (T@Tﬂn‘” f3m> —20(m+1—n)log(f). (3.9

This expression reveals that Sg,,  (f) has a constant rolloff, within the frequency
range considered, of —20(m +1—n) dB/dec. Intuitively, Ss,, ,(f) should be matched
in slope to the VCO noise, which requires that the order of the 3-A equal the order
of G(f), i.e., n = m. We will assume that this constraint holds, so that the order of
G(f) is considered to be n from this point forward. The constant term in Equation 3.9
should be chosen to reduce Sg,, ,(f) below the VCO noise limit by proper adjustment
of f,.

The last step in our analysis is to determine the values of f, that achieve the noise
requirements under different values of ¥-A order, n, and reference frequency, 1/7.
Rearrangement of equation 3.8 and substitution of m = n leads to the expression

fo=1""(Sa,.,(f))

1/(2 121/(2n) 1 1-1/(2n)
e ( ) . (3.10)

27 T

T

Figure 3.4 provides a plot of Equation 3.10 with 10log Ss,, ,(f) set at -136 dBc/Hz
at f =5 MHz.

As a minor detail, it should be noted that Figure 3.4 is only valid when G(f) is
described by Equation 3.5. In practice, this assumption is not quite true. As discussed
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Figure 3.4: Calculation of f,, 1/T", and n that achieve Sy, ,(f) of -136 dBc/Hz at 5
MHz offset.

in Chapter 6, the effects of a parasitic pole/zero pair, f., and f., must be included
in the transfer function of G(f) in Equation 3.5 since the PLL will be implemented
as a type II system. This parasitic pole/zero pair will scale S, 4(f) by the factor
ol S

Of greater significance is the fact that Figure 3.4 reveals that there is a cost for
increasing f,; namely, n and/or 1/7 must be increased in order to maintain the
required noise performance. For instance, the choice of f, = 80 kHz allows relatively
low settings of n = 2 and 1/T = 20 MHz, while f, = 1 MHz requires n to be at least
3 with a high value of 1/T" = 100 MHz, or 1/T to be at least 30 MHz with a high
value of n = 5.

3.4 Summary

This chapter examined the influence of PLL noise sources and component parameters
on the output spectrum of the synthesizer. It was argued that the reference frequency,
which is the same as the X-A sample rate, should be set higher than the bandwidth
of the output bandpass filter. In addition, an argument was made that the 3-A
quantization noise is the chief noise source that must be considering when designing
the transmitter to achieve the required noise performance. The parameter space of
PLL parameters was presented that achieves reduction of the overall phase noise due
to 3-A quantization noise to -136 dBc/Hz at 5 MHz offset.



Chapter 4

The Challenge of High Data Rate
Modulation

Using the fractional-N approach to frequency synthesis, it is straightforward to real-
ize a transmitter that performs phase/frequency modulation in a continuous manner
by direct modulation of the synthesizer. Figure 4.1 illustrates a simple transmitter
capable of GMSK or GFSK modulation from [22]. The binary data stream is first
convolved with a digital FIR filter that has a Gaussian shape. (Physical implementa-
tion of this filter can be accomplished with a ROM whose address lines are controlled
by consecutive samples of the data and time information generated by a counter.)
The digital output of this filter is summed with a nominal divide value and fed into
the input of a digital X-A converter, the output of which controls the instantaneous
divide value of the PLL. The resulting variation of the divide value causes the output
frequency to be varied according to the modulation data about the carrier frequency
set by the nominal divide value. Assuming that the PLL dynamics have sufficiently
high bandwidth, the characteristics of the modulation waveform are determined pri-
marily by the digital FIR filter and thus accurately set.

Figure 4.2 depicts a linearized model of the synthesizer dynamics in the frequency
domain. The digital transmit filter confines the modulation data to low frequencies,
the ¥-A modulator adds quantization noise that is shaped to high frequencies, and the
PLL acts as a lowpass filter that passes the input but attenuates the >-A quantization
noise. In the figure, G(f) is calculated as

 KH()/ (T Nam)
D) = TR )t Nagm)

where H(f), K,, and N,,, are the loop filter transfer function, the VCO gain (in
Hz/V), and the nominal divide value, respectively. An analogy between the fractional-
N modulator and a 3-A D/A converter can be made by treating the output frequency
of the PLL as an analog voltage.

A key issue in the system is that the >-A modulator adds quantization noise

(4.1)
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Figure 4.1: A spectrally efficient, fractional-N modulator.
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Figure 4.2: Linearized model of fractional-N modulator.

at high frequency offsets from the carrier. The noise requirements for a transmitter
are very strict in this range to avoid interfering with users in adjacent channels. In
the case of the DECT standard, the phase noise density can be no higher than -131
dBc/Hz at a 5 MHz offset [21].

As discussed in Chapter 3, sufficient reduction of the ¥-A quantization noise can
be accomplished through proper choice of the ¥-A sample rate, which is assumed to
be equal to the reference frequency, and the PLL transfer function, G(f). (Note that
this problem is analogous to that encountered in the design of ¥-A D/A converters,
except that the noise spectral density at high frequencies, rather than the overall
signal-to-noise ratio, is the key parameter.) One way of achieving a low spectral
density for the noise is to use a high sample rate for the ¥-A so that the quantization
noise is distributed over a wide frequency range and its spectral density reduced.
Alternatively, the attenuation offered by G(f) can be increased; this is accomplished
by decreasing its cutoff frequency, f,, or increasing its order, n.

Unfortunately, a low value of f, adversely affects modulation performance by
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lowering the achievable data rate of the transmitter. This fact can be observed from
Figure 4.2; the modulation data must pass through the dynamics of the PLL, so that
its bandwidth is restricted by that of G(f).

In the remaining portions of this chapter, we will quantify the relationship be-
tween the PLL parameters that is required to achieve the desired noise and data rate
performance. The PLL parameters considered are its bandwidth, f,, its order, n, and
the 3-A sample rate, 1/T.

4.1 Data Rate versus PLL Bandwidth

To calculate the optimal choice of f, relative to data rate, we temporarily ignore the
issue of noise and examine the modulation path depicted in Figure 4.3, which is taken
directly from Figure 2.11. (Note that mod(t) has units of Hz.) Figure 4.3 includes
the effects of the transmit filter with the input signal defined as a binary, continuous
signal, in.,(t).

W(f G(f
inw(t) \( ) insd(t) 1 K( ) mOd(t)
-_— flw > _T > f; —
T

S s—1

”‘°"<”,/\/ﬂ_t
J U T

Figure 4.3: Model of data path.

In practice, the transmit filter, P(e/?™/T) is implemented in discrete-time; its
input data is assumed to be in the form of binary modulated impulses shown as
data(t) in the figure. The connection between P(e/?™/T) and W(f) in the figure is
that P(e?™/T) consists of samples of rect(Ty,t) * W(f), where ‘+’ is the convolution
operator, and rect(Ty,t) is defined to be 1/T}; for 0 < t < T, and zero otherwise.
We use the W ( f) parameterization in our analysis here since it is consistent with the
description of GMSK modulation in the original paper [49].

Figure 4.3 reveals that the signal path is characterized by the joint filtering action
of W(f) and G(f). We define an overall transmit filter as 7'(f), and readily derive
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this transfer function from the block diagram as

T(f) = ZW(HEW).

As labeled in the figure, the respective 3 dB bandwidths of T'(f), W(f), and G(f)
are defined as B, f,, and f,, respectively.

To implement GFSK modulation, T'(f) must have a Gaussian shape and its band-
width, B, must be set in proportion to the data rate, defined as 1/T}; this relationship
is parameterized by the product BT,;. A low value of BT} is desirable to obtain a
transmitter with good spectral effici