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Abstract

A digital compensation method is described that allows fractional-N frequency syn-
thesizers to be directly modulated at high data rates while simultaneously achieving
good noise performance. The technique allows digital phase/frequency modulation to
be achieved at high data rates (> 1 Mbit/s) without mixers or D/A converters in the
modulation path. The resulting transmitter design is primarily digital in nature and
reduced to its fundamental components — a frequency synthesizer that accurately
sets the output frequency, and a digital transmit filter that provides good spectral
efficiency.

The synthesizer is implemented as a phase locked loop (PLL). To achieve good
noise performance with a simple design, the PLL bandwidth is set to a low value
relative to the data bandwidth. A digital compensation filter is then used to undo
the attenuation of the PLL transfer function seen by the data. This filter adds little
complexity to the transmitter architecture since it can be combined with the digital
transmit filter; the overall filter is efficiently implemented by using a ROM to perform
the required convolution with input data.

Measured results from a prototype indicate that good performance, low power
operation, and high levels of integration are achieved with the approach. Specifically,
a 1.8 GHz transmitter was built that supports data rates in excess of 2.5 Mbit/s using
Gaussian Frequency Shift Keying (GFSK), the same modulation method used in the
digital enhanced cordless telecommunications (DECT) standard. The phase noise of
the unmodulated synthesizer was measured at -132 dBc/Hz at 5 MHz offset from the
carrier frequency. (Simulations show that the modulated synthesizer achieves -132
dBc/Hz at 5 MHz offset at 1.25 Mbit/s data rate.)

The key circuits in the prototype were implemented on a custom, 0.6 um CMOS
IC that consumes 27 mW. Included on the IC are an on-chip filter that requires no
tuning or external components, a digital MASH Sigma-Delta converter that achieves
low power operation through pipelining, and an asynchronous, 64 modulus divider
(prescaler) that supports any divide value between 32 and 63.5 in half cycle increments
of its input. An external divide-by-2 prescaler allows the divider to operate at half
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the frequency of the voltage controlled oscillator (VCO), and changes the range of
divide values to be all integers between 64 and 127.

Thesis Supervisors: Charles G. Sodini and Mitchell D. Trott
Titles: Professor of Electrical Engineering
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He had no beauty or majesty to
attract us to him,

nothing in his appearance
that we should desire
him.

But he was pierced for our
transgressions,

he was crushed for our
iniquities;

the punishment that brought us
peace was upon him,

and by his wounds we are
healed.

Isaiah 53:2,5
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Chapter 1

Introduction

The use of wireless products has been rapidly increasing the last few years, and
there has been world wide development of new systems to meet the needs of this
growing market. Characteristics such as low power operation, small size, and low
cost have become the dominant design criteria by which these systems are judged.
As a result, new circuit techniques have been sought to allow increased integration
of radio transmitters and receivers, along with new radio architectures that take
advantage of such techniques.

Motivated by the above goals, a low power and high performance narrowband
transmitter for wireless communication that is highly integrated in silicon technology
is presented in this thesis. As a driving application, the transmitter has been designed
to meet the needs of a wireless video system depicted in Figure 1.1. Such a system
requires digital modulation to be performed at data rates in excess of 1 Mbit/s. Rather
than incrementally improving an existing design, a digital compensation technique is
presented that allows the transmitter to be reduced to its fundamental components so
that high integration and low power dissipation are achieved. New circuit techniques
are employed to obtain high performance in the proposed design.
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Figure 1.1: A driving application: wireless video.

The remainder of this chapter presents an overview of the thesis. We will begin
by narrowing the focus of the project and presenting performance goals. Background
information related to transmitter architectures is reviewed, and motivation for the
proposed transmitter topology presented. The challenges of implementing such a de-
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sign are then discussed, and an implementation that overcomes the primary obstacles
is outlined. Finally, a detailed outline of the thesis is presented.

1.1 Area of Focus

Figure 1.2 displays a general block diagram of a narrowband transmitter capable of
digital communication. The system consists of a modulator block that varies the

AmpAmplitude/Phase
    Modulator

Data Bits

Carrier Frequency

Out

Figure 1.2: General block diagram of a narrowband transmitter.

amplitude, phase, or frequency of an output sine wave in response to an incoming
bit sequence, a power amplifier, and a bandpass filter that is broad enough to pass
all allowable communication channels. Assuming Figure 1.2 is representative of all
narrowband transmitters, modifications to its architecture are primarily limited to
the modulator block. Because of this fact, the focus of this thesis will be restricted
to this block; the power amp and bandpass filter will be considered only in enough
detail to address their impact on the modulator design.

The primary aspect of the modulator block that must be considered in relation to
the power amp is the choice of modulation. Since power amps are most power efficient
when producing a constant envelope signal [1–3], amplitude modulation should be
avoided. Therefore, we will restrict our attention to phase or frequency modulation.

The impact of the bandpass filter on the modulator is limited primarily to noise
issues. Since it must be wide enough to pass all channels, the filter does little to
attenuate noise produced by the modulator just outside of the desired channel band-
width. Therefore, the modulator must meet fairly stringent noise requirements, as
will be specified below.

1.2 Modulator Architectures

Radio transmitters revolve around a common goal — a low frequency modulation sig-
nal must be translated to a desired RF band. Since the advent of the superheterodyne
design by Armstrong (which dates back to 1918 [4]), the majority of high performance,
narrowband transmitters have accomplished this frequency translation using mixers
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and an intermediate frequency (IF) region of operation to perform highly-selective
filtering [4]. While such an approach offers excellent radio performance (low spurious
noise for transmitters), it carries with it a high cost of implementation in light of
efforts to integrate radio architectures. Specifically, this approach is impeded by the
inability to integrate the high-Q, low-noise, low-distortion bandpass filters required
at IF frequencies (often on the order of 70 to 100 MHz for 900 MHz systems) [5].

For the above reasons, research into non-heterodyne architectures has taken place
over the last few years in response to the growing demand for portable communication
devices. Indeed, the use of direct carrier modulation has now become widespread
in transmitters [5], which allows the channel shaping filters to be implemented at
baseband and thus be integrated. A large wave of such designs implementing the
global system for mobile communication (GSM) standard at 900 MHz in bipolar
technology have appeared in the last five years, as described in [6–11]. Boasting of
high integration, these chips achieved transmitter power consumptions as low as 162
mW [8], not including the power amplifier or baseband circuitry. In an effort to
further reduce power through integration, Abidi et al. set out to create an all-CMOS
transceiver that would implement all functions associated with their own frequency-
hopped, 900 MHz, spread spectrum modulation scheme on one chip with the exception
of the antennas and 900 MHz passive bandpass filters [12]. The power consumption
of the transmitter portion of this chip is currently estimated at 300 mW, of which
60 mW can be attributed to the on-chip power amplifier. All told, the lowest power
consumption of any high performance transmitter to date at 900 MHz (excluding the
power amplifier) is probably around 200 mW, and is based on the design described
by Stetzler et al. with an estimate of 30 mW for the baseband circuitry [13].

Motivated by the existing digital enhanced cordless telecommunications stan-
dard (DECT) [14], and the newly allocated PCS band in North America, a push
for transceivers that operate at 1.8 GHz in silicon technology has recently taken
place [15–19]. Of the new designs, the one that appears most promising in terms of
power consumption involves the direct modulation of a VCO. An example of this
approach was described by Heinen et al. in [15], which claimed a transmitter power
consumption of 90 mW (excluding PLL circuitry, baseband circuitry, and power am-
plifier). Estimating the total power consumption of this approach at 150 mW (the
power amplifier is excluded, the power consumption of the PLL circuitry is assumed
to be 30 mW [20], and the baseband circuitry is assumed to be 30 mW [13]), we
are led to the conclusion that this new design dissipates less power than its direct
conversion counterparts operating at half the carrier frequency (i.e., 900 MHz).

What is the advantage of directly modulating the VCO? To answer this question,
Figure 1.3 displays the basic operations that are used to perform frequency translation
in the above designs. The prevalent method, shown in part (a), is to use a mixer
to multiply the modulation signal by a periodic waveform produced by a voltage
controlled oscillator (VCO) whose frequency is precisely set through the action of a
frequency synthesizer. In the case of direct conversion, the modulation waveform is
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an analog signal composed of I and Q channels which are directly translated from
baseband to the desired RF frequency and then added together. The superheterodyne
approach uses at least two stages of mixers to accomplish the frequency translation so
that an intermediate filtering stage can be employed. As discussed above, the direct
conversion method is preferred to achieve high integration. However, it should be
noted that this method requires two mixers and D/A converters to accommodate the
I and Q channels.
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Figure 1.3: Two current approaches of modulation upconversion: (a) mixer based,
(b) direct modulation of VCO.

The removal of all mixers can be accomplished by using the VCO to perform the
required frequency translation. As illustrated in part (b) of the figure, the translation
is accomplished by injecting the baseband, analog modulation signal into the input of
the VCO after the frequency synthesizer has guided the VCO output to the desired
carrier frequency. (Note that a multi-bit D/A converter is required to produce the
analog modulation signal.) The advantage of Heinen’s approach is now seen — the
transmitter is reduced to a simpler structure since all mixers are removed. This
technique restricts the modulated RF output to be phase or frequency modulated,
but this is desirable from the standpoint of achieving high efficiency in the power amp
as previously discussed.

Although simple in theory, there are many challenging implementation issues as-
sociated with direct modulation of the VCO. The primary source of difficulty is that
the mapping from the VCO input to its output frequency is sensitive to process and
temperature variations, thus requiring control by the frequency synthesizer to achieve
an accurate frequency setting. However, if the frequency synthesizer is allowed to in-
fluence the VCO during modulation, it will interfere with the modulated data. This
problem is solved by using an ‘open loop’ approach in which the frequency synthe-
sizer is disconnected during transmission. However, in the absence of influence by the
synthesizer, the frequency setting of the VCO becomes very sensitive to undesired
perturbations. As a result, great steps must be taken to achieve high isolation of
the VCO input from such perturbations, and all leakage currents must be minimized
to avoid significant frequency drift during modulation. As Heinen explains in [21],
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the isolation requirements for this method exclude the possibility of a one chip solu-
tion. Therefore, while the approach offers a significant advantage in terms of power
dissipation, the goal of high integration is lost.

In contrast to the approach of directly modulating the VCO, Riley et al. introduced
a technique in [22] to indirectly modulate the VCO by varying the divide value within
a phase locked loop. In order to get fine resolution on the divide value, Riley made use
of a fractional-N architecture with noise shaping discussed in [23–25]. The beauty of
this technique lies in the fact that modulation of the VCO is performed in a closed loop
manner through the influence of the frequency synthesizer. Therefore, the problem
of frequency drift during modulation is eliminated, and the isolation requirements at
the VCO input are greatly reduced at frequencies within the PLL bandwidth. The
input to the synthesizer is digital in nature, which allows elimination of the multi-bit
D/A converter that is required when directly modulating the VCO. In effect, Riley’s
approach amounts to directly modulating a frequency synthesizer.

1.3 Phase Locked Loop Frequency Synthesis

The first step toward implementing a modulated frequency synthesizer is to choose
the synthesizer topology. The indirect method which involves the use of a phase
locked loop (PLL) has the advantages of low power, feasibility of monolithic imple-
mentation, and phase coherence during frequency transitions [23,26,27]. There have
been many approaches to the topological design of such synthesizers over the last 20
years represented in the literature [23–25, 27–38], with implementations in silicon at
and above the 1 GHz range given in [39–45]. The point that is important to glean
from these many approaches is that it is quite challenging to build a monolithic,
low complexity synthesizer that simultaneously has low phase noise, fine frequency
resolution, and fast dynamics.

Figure 1.4 displays the classical PLL frequency synthesizer topology consisting of
a voltage controlled oscillator (VCO), a phase/frequency detector (PFD), a loop filter,
a divider, and reference frequency source. Accurate control of the phase, and thus
frequency, of the VCO is achieved through the feedback action of the loop. This feat
is accomplished by using an error signal to control the VCO — specifically, the PFD
produces a signal corresponding to the phase difference between the divided output
and a reference frequency source, which is then ‘smoothed’ by the loop filter and
fed into the VCO input. In equilibrium, the actions of the PLL lead to a condition
known as ‘lock’ in which the frequency of the VCO, Fout , tracks that of the reference
frequency, Fref , such that

Fout = NFref ,

where N is the value of the divider. Assuming the reference frequency is held constant,
the VCO frequency is changed by altering the divide value, N .
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Figure 1.4: A phase locked loop frequency synthesizer.

Physical implementation of the divider within a PLL is easily accomplished using
digital circuit techniques so long as N is constrained to be an integer. This restriction
sets the resolution of the synthesizer to the value of the reference frequency, so that
high frequency resolution requires the choice of a low reference frequency. In order to
prevent large spurious noise levels, a low reference frequency must be accompanied
by a small PLL bandwidth, which leads to slow dynamics [46]. Thus, there is a
very restrictive tradeoff involved in achieving high bandwidth and high resolution in
the classical PLL structure, which has prompted research into modifications of this
architecture to ease this tradeoff.

The method of fractional-N synthesis was introduced in an effort to improve the
resolution vs. bandwidth relationship of the classical PLL structure by removing the
restriction that N be an integer [46]. The benefit of this approach is the uncou-
pling of the output frequency resolution from the choice of reference frequency —
high resolution can be achieved even when a high reference frequency is chosen. Fig-
ure 1.5 illustrates this technique, and reveals that noninteger N values are produced
by dithering between integer values. Specifically, the carry out bit of an accumulator
circuit is used to control the choice of instantaneous divide value, which leads to a
periodic dithering pattern. An illustration of typical signals associated with such an
approach, as shown in Figure 1.6, reveals that the periodic dithering pattern leads to
a periodic phase error pattern of lower frequency than that of the reference frequency.
Suppression of the resulting spurious noise requires that the bandwidth of the PLL
be placed well below the frequency of the periodic error pattern, which undermines
the effort to obtain a high bandwidth.

As a means toward improving the performance of fractional-N synthesis, Fisher et
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Figure 1.5: The fractional-N synthesizer architecture.
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Figure 1.6: Signals associated with fractional-N synthesis with N=4.25.

al. proposed a technique now referred to as phase interpolation [29,30] to increase loop
dynamics while maintaining low phase noise and fine frequency resolution. Fisher’s
approach made use of a D/A converter to cancel out spurious noise caused by the
periodic dithering pattern described above. While high performance can be achieved
with this approach, power dissipation is increased since a high speed D/A converter
is required.

Rather than canceling out spurious noise with a D/A converter, Riley et al.
in [23, 27] and Miller et al. in [24, 25] described a technique that prevents such noise
from being produced by altering the dithering pattern in fractional-N synthesis. Here
a connection was made between fractional-N synthesis and Σ-∆ D/A converters, the
action of which is illustrated in Figure 1.7. The drawing depicts time and frequency
domain views of a Σ-∆ D/A converter that achieves M-bit resolution by dithering
a 1-bit D/A with a Σ-∆ modulator and smoothing the two-level sequence with an
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analog lowpass filter to produce the desired analog output. High order Σ-∆ modu-
lators are known to exhibit low spurious content when an input signal of sufficient
activity is used [47]. In addition, an attractive aspect of Σ-∆ modulators is their
property of shaping the resulting quantization noise into high frequencies. This last
characteristic allows the analog lowpass filter to attenuate much of the quantization
noise without affecting the input signal, whose energy is assumed to be confined to
low frequencies. Application of this method to fractional-N synthesis is accomplished
by simply replacing the digital accumulator with a Σ-∆ modulator.
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Figure 1.7: A 1-bit Σ-∆ D/A converter.

1.4 Direct Modulation of a Frequency Synthesizer

Given the PLL structure discussed above, we are now ready to attack the issue of
modulation. Phase and/or frequency modulation of a frequency synthesizer is ac-
complished by varying its divide value according to input data. A simple method of
performing this task is shown in Figure 1.8. Binary input data selects the divide ratio
to be either N or N +1 depending on whether the input is 0 or 1, and N is chosen to
achieve the desired carrier frequency. The output frequency settles to Fout = NFref ,
so that binary frequency shift keying (FSK) modulation is produced as N is varied.
In the figure, the resulting output spectrum is illustrated under the assumption that
Fref = 20 MHz and that N = 90. The carrier frequency is seen to be 1.81 GHz, and
the modulation frequency deviation equals Fref .

Unfortunately, the FSK modulation method depicted in Figure 1.8 is not practical
for most applications due to its inefficient use of spectrum. The spectral efficiency is
greatly improved if a smooth transition is made during frequency transitions and the
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Figure 1.8: Direct modulation of a frequency synthesizer.

modulation deviation is optimized. Figure 1.9 illustrates a fractional-N modulator
that achieves high spectral efficiency by using a digital transmit filter to obtain smooth
transitions in the modulation data, and a digital Σ-∆ modulator to dither the divide
value according to the resulting modulation sequence. This architecture was proposed
by Riley et al. in [22]. The resulting spectrum is compact, and its overall shape is set
by the digital filter assuming that the PLL dynamics have sufficient bandwidth. The
digital transmit filter would typically be implemented as an FIR filter, which allows
the convolution operation between it and the binary input data to be carried out
with a lookup procedure that maps current and previous data samples, along with
time information, to the filtered output waveform [22]. Physical implementation of
the lookup procedure is accomplished with a ROM whose address lines are controlled
by the input data and time information generated by a counter.

A direct analogy between the above fractional-N modulator and Σ-∆ D/A con-
verter can be made by deriving a linearized model of the synthesizer dynamics. Fig-
ure 1.10 depicts such a model in the frequency domain. The digital transmit filter
confines the modulation data to low frequencies, the Σ-∆ modulator adds quantiza-
tion noise that is shaped to high frequencies, and the PLL acts as a lowpass filter that
passes the input but attenuates the Σ-∆ quantization noise. The output of the lin-
earized model corresponds to the instantaneous frequency of the synthesizer, which is
considered analog in nature. A key constraint to consider is that the PLL bandwidth
must be greater than the transmit filter bandwidth in order to avoid distortion of the
modulation signal.

The modulator structure depicted in Figure 1.9 can well be considered the minimal
topology necessary for frequency or phase modulation. Its architecture is composed of
two core components — a frequency synthesizer and a transmit filter. The synthesizer
is necessary in order to produce an RF output waveform that can be accurately set to
desired frequencies. The transmit filter is necessary to produce a spectrally efficient
modulation signal. Thus, the approach presented by Riley would appear to be the
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Figure 1.9: A spectrally efficient, fractional-N modulator.
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Figure 1.10: Linearized model of fractional-N modulator.

optimal topology to achieve low power operation, high integration, and high spectral
efficiency.
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1.5 The Challenge of Achieving High Data Rates

and Low Noise

There is one significant drawback to Riley’s modulator topology — the modulation
bandwidth must be less than the PLL bandwidth. This constraint imposes a severe
conflict between achieving high data rates and good noise performance. Figure 1.11
illustrates that high data rates require a wide PLL bandwidth, but low output noise
requires a low PLL bandwidth in order to properly attenuate the Σ-∆ quantization
noise.
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Figure 1.11: The conflict of high data rate and low noise performance.

How low must the PLL bandwidth be set to achieve the required noise perfor-
mance? The answer to this question depends on three parameters:

• The required noise specification,

• The order of the Σ-∆ modulator and PLL transfer function,

• The sample rate of the Σ-∆ (i.e., the value of the Fref ).

By increasing the order of the Σ-∆, the noise is further pushed to high frequencies,
allowing a wider PLL bandwidth. However, the order of the PLL transfer function
must also be increased to achieve acceptable attenuation of the noise at high frequen-
cies. The setting of the sample rate of the Σ-∆ provides another handle for achieving
the required noise performance — high sample rates distribute the quantization noise
over a wide frequency region, therefore allowing a wider PLL bandwidth.

Figure 1.12 displays the required combination of PLL (Σ-∆) order and Σ-∆ sam-
ple rate to achieve a variety of data rates where the output phase noise due to Σ-∆
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quantization noise is set to -136 dBc/Hz at 5 MHz offset from the carrier. (A But-
terworth transfer function is assumed for the PLL, and the relation between PLL
bandwidth, fo, and data rate, 1/Td, is assumed to be foTd = 0.7. An explanation for
these settings is provided later in the thesis.) This noise specification is chosen to
achieve an overall noise specification that is less than -131 dBc/Hz at 5 MHz offset
after accounting for the effect of VCO noise.
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Figure 1.12: Achievable data rates vs. PLL order and Σ-∆ sample rate.

Figure 1.12 reveals that the achievement of high data rates requires high PLL
orders and high Σ-∆ sample rates. An increase in PLL order leads to increased power
and complexity in the analog section of the PLL in order to realize additional poles
and/or zeros, and perform tuning [48] to insure that these poles/zeros are accurately
set. Such tuning is particularly critical for PLL orders greater than 2 in order to assure
stable PLL dynamics. An increase in Σ-∆ sample rate leads to increased power in
the digital section of the modulator since it leads to an increased clock speed for the
Σ-∆ and ROM circuitry. Thus, the figure reveals that an increase in data rate leads
to increased power levels in the fractional-N modulator.

1.6 Proposed Method

The primary contribution of this thesis is a proposed compensation method that al-
lows the data bandwidth to exceed the PLL bandwidth by over an order of magnitude
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with little increase in the power dissipation or complexity of the fractional-N modu-
lator. As illustrated in Figure 1.13, the increase in data rate is achieved by cascading
a digital compensation filter, which is the inverse of the PLL transfer function, with
the digital transmit filter. The resulting transfer function seen by the data is flat,
which allows the data rate to exceed the PLL bandwidth. The compensation filter
can be implemented by simply combining it with the transmit filter and altering the
ROM storage values. Noise is not amplifed by using the compensation method since
it alters the transmit filter rather than acting on an analog input signal.
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Figure 1.13: Proposed compensation method.

Table 1.1 displays the achievable data rates at different Σ-∆ sample rates using
compensation; the noise specification was identical to that used to generate Fig-
ure 1.12, and the order was restricted to two for reasons discussed later in the thesis.
Figure 1.14 compares the achievable data rate with compensation at a Σ-∆ sample
rate of 20 MHz to the achievable data rates without compensation; we see that com-
pensation allows high data rates to be achieved with relatively low complexity and
power dissipation. The calculated data rates with compensation are based on the
available dynamic range within the implemented PLL, a point that is touched upon
below.

Σ-∆ sample rate 20 MHz 40 MHz 80 MHz
Max. data rate 3.4 Mbit/s 4.8 Mbit/s 4.9 Mbit/s

Table 1.1
Theoretically achievable data rates using compensation for second order PLL.
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Figure 1.14: Comparison of achievable data rates with and without compensation
vs. PLL order and Σ-∆ sample rate.

1.7 Issues

There are two issues that must be considered when implementing the proposed com-
pensation method. The first is that, in practice, mismatch will occur between the
compensation filter and PLL dynamics. While the compensation filter is digital and
therefore fixed, the PLL dynamics are analog in nature and sensitive to process and
temperature variations. Figure 1.15 illustrates that a parasitic pole/zero pair and
high frequency gain error occurs when the bandwidth of the PLL is too high. A simi-
lar situation occurs when the gain is too low. As will be described later, the parasitic
pole/zero pair causes intersymbol interference and modulation deviation error. Thus,
it is important to strive for a PLL implementation that has accurate PLL dynamics
despite process and temperature changes.

The second issue is that the achievement of high data rates requires a large dy-
namic range in the modulation path. As shown in Figure 1.16, the compensated
transmit filter amplifies high frequency components in the input data stream. The
resulting modulation signal experiences an increased signal swing that must be ac-
commodated in the modulation path. To achieve data rates in excess of 1 Mbit/s, the
1-bit pathway into the divider is not sufficient. An increase in this pathway requires
the use of multiple-bit output Σ-∆ and a multi-modulus divider that supports a wide
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Figure 1.15: The effect of mismatch.

range of divide values.
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Figure 1.16: High data rate costs dynamic range.

1.8 Implementation Highlights

To show proof of concept of the proposed compensation method, the system depicted
in Figure 1.17 was built using a custom, CMOS fractional-N synthesizer that contains
several key circuits. Included are an on-chip, continuous-time filter that requires no
tuning or external components, a digital MASH Σ-∆ modulator with 6 output bits
that achieves low power operation through pipelining, and a 64 modulus divider that
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supports any divide value between 32 and 63.5 in half cycle increments. The inclusion
of the external divide-by-2 prescaler allows the CMOS divider input to operate at half
the VCO frequency, and changes the range of divide values to all integers between 64
and 127.
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Figure 1.17: Overall System.

Table 1.2 lists the specifications of the prototype frequency synthesizer IC. The
power of the proposed system is roughly half that of a DECT system described by
Heinen in [15], which is believed to be representative of the lowest power transmitter
architecture available at the present time. It should be noted that the spurious noise
was measured without an output bandpass filter on the transmitter. The inclusion of
this filter should lower the spurious response to less than -80 dBc.

Power consumption 27 mW
Maximum Data Rate 2.85 Mbit/s

Carrier Frequency 1.81 GHz to 1.89 GHz
Modulation GFSK

Spurious Noise < −60 dBc
Phase Noise < −131 dBc/Hz at 5 MHz offset

Table 1.2
Modulator specifications.

The modulation method chosen for the prototype is Gaussian Frequency Shift Key-
ing (GFSK). This method is similar to Gaussian Minimum Shift Keying (GMSK) [49],
the difference being that GFSK allows a tolerance on the modulation index, h. (By
definition, h is the ratio of the peak-to-peak frequency deviation of the transmitter
output to its data rate.) This tolerance is necessary when using the compensation
method since mismatch between the compensation filter and PLL dynamics changes
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the frequency deviation of the transmitter output. (An explanation of this phe-
nomenon is provided in Chapter 6.) The value of h is 0.5 in the case of GMSK,
which causes the phase of the transmitter output to increment or decrement by π/2
radians during each data symbol period. In the case of GFSK as used in DECT,
h = 0.5 ± 0.05.

Although the proposed compensation method is applicable to modulation meth-
ods other than GFSK, we will restrict our analysis to this case since it provides a
benchmark for our results. Specifically, we will strive to meet the performance stan-
dards of DECT; our primary goal will be the achievement of a data rate in excess of
1 Mbit/s with a noise spectral density that is less than -131 dBc/Hz at 5 MHz offset.

In the implementation, the 64 modulus divider and 6 output bit Σ-∆ modulator
provide a dynamic range for the compensated modulation data that is wide enough to
support data rates in excess of 2.5 Mbit/s. The on-chip loop filter allows an accurate
PLL transfer function to be achieved by tuning just one PLL parameter — the open
loop gain. A brief overview of each of these components will now be presented.

1.8.1 Divider

To achieve a low power design, it is desirable to use an asynchronous divider struc-
ture to minimize the amount of circuitry operating at high frequencies. As such,
a multi-modulus divider structure was designed that consists of cascaded divide-
by-2/3 sections [50]; this architecture is an extension of the common dual-modulus
topology [45, 51–53]. Shown in Figure 1.18 for an 8-modulus example, this divider
structure allows a wide range of divide values to be achieved by allowing a variable
number of input cycles to be ‘swallowed’ per output cycle. Each divide-by-2/3 stage
normally divides its input by two in frequency, but will swallow an extra cycle per
OUT period when its control input, Di, is set to 1. As shown for the case where
all control bits are set to 1, the number of IN cycles swallowed per OUT period is
binary weighted according to the stage position. For instance, setting D0 = 1 causes
one cycle of IN to be swallowed, while setting D2 = 1 causes 4 cycles of IN to be
swallowed. Proper selection of {D2D1D0} allows any integer divide value between 8
and 15 to be achieved.

The 64 modulus divider that was developed for the prototype system uses a similar
principle to that discussed above, but has a modified first stage to achieve high
speed operation. Specifically, the implemented architecture consists of a high speed
divide-by-4/5/6/7 state machine followed by a cascaded chain of divide-by-2/3 state
machines as illustrated in Figure 1.19. The divide-by-4/5/6/7 stage accomplishes
cycle swallowing by shifting between 4 phases of a divide-by-2 circuit. Each of the
4 phases is staggered by one IN cycle, which allows single cycle pulse swallowing
resolution despite the fact that two cascaded divide-by-2 structures are used. This
phase shifting approach, which is also advocated in [53], allows a minimal number of
components to operate at high frequencies — the first two stages are simply divide-
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Figure 1.18: An asynchronous, 8-modulus divider topology.

by-2 circuits, not state machines. Also, the fact that control signals are not fed into
the first divide-by-2 circuit allow it to be placed off-chip in the prototype.
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Figure 1.19: An asynchronous, 64 modulus divider implementation.

1.8.2 Loop Filter

The achievement of accurate PLL dynamics is accomplished in the prototype system
with the variable gain loop filter topology depicted in Figure 1.20. Surrounding stages
relevant to the loop filter description are included and will now be described. The
PFD output is a square wave voltage waveform whose duty cycle varies according
to the input modulation data. The shaded region corresponds to the approximate
duty cycle span that 2.5 Mbit/s would take up in the prototype. A conversion of
the PFD output from voltage to current is made by the charge pump, which yields
two complementary current waveforms with modulated duty cycles. These current
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waveforms are fed into the inputs of an opamp that integrates one current and adds
to it a first order filtered version of the other current. The first order pole, wp, is
created using a switched capacitor technique, which reduces its sensitivity to thermal
and process variations and removes need for tuning the time constant. An important
characteristic of the loop filter is that it has a continuous-time output despite the fact
that the discrete-time switched capacitor method is used to set its time constant.
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Figure 1.20: PFD, charge pump, and loop filter.

Since the loop filter achieves accurate time constants that are insensitive to process
and temperature variations, the only parameter that needs to be tuned to obtain
accurate PLL dynamics is its open loop gain. In the illustrated topology, gain control
is achieved by varying the value of I produced by the charge pump. This leads to the
need for a variable current charge pump, which is described later in the thesis.

1.8.3 Σ-∆ structure

A low power, digital Σ-∆ modulator was realized in the prototype by using a pipelin-
ing technique to allow reduction of its power supply voltage. The use of this technique
relied on the fact that the Σ-∆ could be implemented as a MASH structure [47] since
a multiple bit output is required. (A MASH structure of order n requires at least n
output bits [47].)

Figure 1.21 illustrates the second order, MASH topology used in the prototype; it
consists of cascaded first order sections that contain no surrounding feedback loops.
This structure is pipelined by applying a well known technique that has been used
for adders and accumulators [54,55]. Figure 1.22 illustrates a 3-bit example; the key
principle is that registers are inserted in the carry chain of the adder to reduce its
critical path. To achieve time alignment between the input and the delayed carry
information, registers are also included to skew the input bits. The adder output
is realigned in time by performing an “align shift” of its bits as shown. The same
approach can be applied to digital accumulators since there is no feedback from
higher to lower bits. Since its basic building blocks are adders and accumulators, this
technique allows a MASH Σ-∆ modulator of any order to be pipelined.
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Figure 1.21: A second order, digital MASH, Σ-∆ structure.
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Figure 1.22: A pipelined adder topology.

1.9 Contributions

The primary contribution offered by this thesis is the introduction, analysis, and ver-
ification of a digital compensation method that increases, by over an order of mag-
nitude, the data rate that can be achieved when directly modulating a fractional-N
synthesizer. This method is used in a prototype transmitter capable of achieving data
rates in excess of 2.5 Mbit/s with a PLL bandwidth of 84 kHz and an overall architec-
ture that is primarily digital in nature. Simplicity and power savings are achieved in
its design by virtue of the fact that no mixers or D/A converters are required in the
modulation path. Good performance is also achieved — measured results from the
prototype indicate that it meets the performance specifications required for DECT.

The idea of using compensation to modulate a PLL frequency synthesizer at data
rates beyond its bandwidth is not new; patents that advocate such an idea are found
in [56–59]. However, the approaches presented in these patents are intimately tied to
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modulation methods in which data enters as an analog signal to a node (or nodes)
within the PLL. The compensation filters are implemented as analog circuits; this
approach requires several component values to be accurately set, and leads to the
amplification of noise in those frequency regions where the input signal is increased.

In contrast, the technique presented here achieves compensation by simply modi-
fying the digital transmit filter of the transmitter, which is required to achieve good
spectral efficiency. This method of implementation adds little power or complexity
to the synthesizer design, and does not lead to amplification of noise. In contrast
to the requirement that several components be accurately set, the presented method
allows accurate matching between the compensation and PLL transfer functions to
be achieved by proper adjustment of one parameter, the open loop gain of the PLL.
The resulting transmitter architecture achieves a high level of integration, low power
dissipation, and good performance.

1.10 Overview of Thesis

The remaining chapters in this thesis provide further analysis and implementation
details pertaining to the proposed compensation method. They are organized into
three different sections. The first section, Chapters 2-6, focuses on modeling and
analysis related to the technique. The second section, Chapters 7-9, presents the
circuit designs used in the prototype. The last section, Chapters 10-11, describe the
overall design of the prototype and present simulated and measured results.

The first section begins with the presentation of a linearized model of the fractional-
N synthesizer. This model allows the influence of the PLL dynamics on modulation
and noise performance to be quantified (Chapters 2 and 3). The known technique of
modulating the synthesizer within its bandwidth is then evaluated; it is shown that
data rates in excess of 1 Mbit/s are difficult to achieve with this approach (Chapter
4). The proposed method is then introduced, and the achievable data rates with this
approach are quantified (Chapter 5). The influence of mismatch is discussed, with
particular focus on the effects of using type II feedback within the PLL (Chapter 6).

The description of the various circuit designs in the prototype focus on the multi-
modulus divider, the digital data path, and the analog phase comparison path within
the PLL. The divider chapter discusses the philosophy underlying its architecture, and
then presents implementation details (Chapter 7). The Σ-∆ modulator is described
with particular focus on the pipelining technique used to achieve its low power dis-
sipation (Chapter 8). Finally, the PFD, charge pump, and loop filter designs are
presented, which form the analog phase comparison path. Analysis of the resulting
transfer function in this path is covered in detail (Chapter 9).

The last section of the thesis begins with a discussion of the design procedure used
to set the PLL transfer function in the prototype. Analytically based calculations
are made of the noise performance of the resulting system (Chapter 10). Finally,
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simulated and measured results are presented (Chapter 11).



Chapter 2

Modeling

This chapter presents detailed models of the fractional-N synthesizer that will be used
in later chapters to characterize the influence of its dynamics on noise and modulation
performance. First, a linearized, frequency-domain model of the PLL is derived; the
resulting block diagram differs from that used in classical PLL analysis [60] by its
inclusion of a linearized divider model, which is necessary for modulation analysis
of the compensated system. Parameterization of the PLL dynamics by a transfer
function, G(f), follows; this single function can be used to describe the relationship
between all signals of interest in the PLL. A discussion of Σ-∆ modulation applied to
frequency synthesis ensues. The chapter concludes by presenting a complete model
of the synthesizer that includes the effects of the Σ-∆ modulator. The resulting
structure is parameterized in terms of G(f), and separated into noise and modulation
sections.

2.1 PLL Basics

Figure 2.1 gives a block diagram of a PLL, along with a snapshot of the signals
associated with various nodes in this system. A PLL achieves its functionality through
the use of feedback. As shown in the figure, this action is accomplished by first
dividing the output frequency of the VCO and then comparing its phase to the phase
of the reference source in order to produce an error signal. The phase comparison
operation is done through the use of a phase/frequency detector (PFD) which also acts
as a frequency discriminator when the PLL is out of lock. Practical implementations
of the PFD are nonideal, and lead to the introduction of high frequency components
in the error signal. These components must be attenuated before feeding the error
signal into the VCO input; this task is accomplished by the loop filter. By using the
error signal to steer the VCO input voltage, the feedback action of the PLL accurately
sets the output carrier frequency, Foutc , to be

Foutc = NnomFref ,

43
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where Fref corresponds to the reference frequency, and Nnom is the nominal value of
N [k]. Variation of N [k] leads to modulation of the output frequency about Foutc .
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Figure 2.1: A PLL and associated signals when the divide value is varied.

2.2 Frequency Domain Model

A model of the PLL dynamics that links deviations in the divide value to phase
deviations at the PLL output is now derived. Our analysis is based on the princi-
ple of superposition; in particular, we will subtract out the nominal condition that
Foutc = NnomFref when defining all phase variables of interest. Given these variable
definitions, we will derive equations that describe the behavior of the PFD and Di-
vider components. Block diagrams of all the PLL components are then presented,
and combined to form the overall PLL model.

2.2.1 Definition of Phase/Frequency Signals

We begin our modeling effort by defining instantaneous frequency signals associated
with the divider, PLL, and reference outputs. The instantaneous frequency of the
divider output during time interval k is defined to be

Fdiv [k] =
1

tk − tk−1

,

where tk is the time at which the kth rising edge of the divider output, Div(t), occurs;
Figure 2.2 illustrates the relevant notation. Substitution of tk = kT + ∆tk into the
above expression yields

Fdiv [k] =
1

T + ∆tk − ∆tk−1

. (2.1)
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Alternatively, the divider output can be expressed in terms of the instantaneous
frequency of the PLL output, which is assumed to be relatively constant during the
time intervals marked by tk. Specifically, we define the PLL output frequency during
time interval k as Fout [k], and write

Fdiv [k] =
Fout [k]

N [k]
. (2.2)

Finally, the reference frequency is defined as

Fref = 1/T.
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Figure 2.2: Definition of tk.

Given the above frequency variables, we now derive expressions for phase devia-
tions at the reference, divider, and PLL outputs in recursive form. These signals are
considered to be continuous-time in nature, but will be defined only at sample times
tk. By definition, the phase deviation of the reference source is zero, so that

Φref [k] = 0. (2.3)

Samples of the phase deviations at the divider output are defined by

Φdiv [k] − Φdiv [k − 1] = 2π
(
Fdiv [k] − 1

T

)
(T + ∆tk − ∆tk−1); (2.4)

Similarly, samples of the PLL output phase deviation, Φout [k], are defined by

Φout [k] − Φout [k − 1] = 2π
(
Fout [k] − Nnom

1

T

)
(T + ∆tk − ∆tk−1) (2.5)
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2.2.2 Derivation of PFD Model

The relationship between Φref [k], Φdiv [k], and E(t) will be briefly examined here;
further modeling details linking these variables are given in Chapter 9. We begin by
defining a phase error signal as

Φe[k] = Φref [k] − Φdiv [k].

Substitution of Equations 2.3 and 2.4 into the above expression yields

Φe[k] = 2π
∆tk − ∆tk−1

T
+ Φe[k − 1] (2.6)

with the aid of Equation 2.1. To obtain a nonrecursive expression for Φe[k], we first
relate its value to an initial time sample i:

Φe[k] = 2π
k∑

m=i+1

∆tm − ∆tm−1

T
+ Φe[i]. (2.7)

Assuming initial conditions are zero, we obtain

Φe[k] =
∆tk
T

2π. (2.8)

We relate Φe[k] to E(t) by constructing a new signal, Φ̂e(t), as

Φ̂e(t) =
∞∑

k=−∞
Φe[k]δ(t − kT ); (2.9)

this signal is an impulse train that is modulated by the instantaneous phase error
samples, Φe[k]. (The ‘hat’ symbol serves as a reminder that Φ̂e(t) is a modulated
impulse train rather than a continuous signal.) As explained in Chapter 9, the error
signal generated by the PFD output can be approximated as

E(t) ≈ T

π
Φ̂e(t) + Espur(t), (2.10)

where Espur(t) is a square wave of period T with fifty percent duty cycle. By defining

signals Φ̂div(t) and Φ̂ref (t) as

Φ̂div(t) =
∞∑

k=−∞
Φdiv [k]δ(t − kT ), Φ̂ref (t) =

∞∑
k=−∞

Φref [k]δ(t − kT ) = 0, (2.11)

E(t) is described in terms of the divider and reference phase signals as

E(t) ≈ T

π
(Φ̂ref (t) − Φ̂div(t)) + Espur(t). (2.12)

Note that the impulses forming Φ̂div(t) are referenced to time kT , while the samples
in Φdiv [k] are referenced to time tk. Our PFD model therefore ignores time jitter
caused by ∆tk; the impact of this jitter will be discussed in Chapter 9.
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2.2.3 Derivation of Divider Model

We now relate the PLL and divider output phase deviations by linearizing the action
of the divider. To do so, we first decompose the divide value at time increment k as

N [k] = Nnom + n[k],

where n[k] represents the instantaneous divide value deviation from its nominal set-
ting of Nnom . (Note that both n[k] and Nnom may be non-integer in value.) All
approximations to follow are based on the assumption that |n[k]| � Nnom for all k.

Proceeding with the derivation, we first combine Equations 2.2 and 2.4 to obtain

Φdiv [k] − Φdiv [k − 1] = 2π

(
Fout [k]

N [k]
− 1

T

)
(T + ∆tk − ∆tk−1); (2.13)

This expression can be approximated as

Φdiv [k]−Φdiv [k−1] ≈ 2π

(
1

Nnom

(
1 − n[k]

Nnom

)
Fout [k] − 1

T

)
(T +∆tk−∆tk−1). (2.14)

Since (Fout [k]/Nnom)(T + ∆tk − ∆tk−1) ≈ 1, Equation 2.14 can be reduced to

Φdiv [k] − Φdiv [k − 1] ≈ 2π

Nnom

((
Fout [k] − Nnom

1

T

)
(T + ∆tk − ∆tk−1) − n[k]

)
.

(2.15)
Finally, we use Equation 2.5 to express the above relationship as

Φdiv [k] − Φdiv [k − 1] ≈ 2π

Nnom

(Φout [k] − Φout [k − 1] − n[k]) . (2.16)

To obtain a non-recursive version of Equation 2.16, we first relate values at time
k to those at an initial time sample i

Φdiv [k] − Φdiv [i] ≈ 2π

Nnom


Φout [k] − Φout [i] −

k∑
m=i+1

n[m]


 .

By setting i = 0 and assuming initial conditions are zero, we obtain

Φdiv [k] ≈ 2π

Nnom

(
Φout [k] −

k∑
m=1

n[m]

)
. (2.17)

To allow closed loop analysis of the overall PLL, it is advantageous to recast
Equation 2.17 in terms of impulse trains as

Φ̂div(t) ≈ 2π

Nnom

(
Φ̂out(t) −

∫ t

−∞
n̂(τ)dτ

)
, (2.18)

where

Φ̂out(t) =
∞∑

k=−∞
Φout [k]δ(t − kT ), n̂(t) =

∞∑
k=−∞

n[k]δ(t − kT ),

and Φ̂div(t) is defined in Equation 2.11.
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2.2.4 Modeling of Divider Sampling Operation

So far, we have examined phase deviation signals within the PLL only at sample
points set by tk. However, the output phase deviation of the PLL, Φout(t), that is
generated by the VCO is assumed to be continuous-time in nature. We now discuss
a frequency domain model that links this continuous-time signal to the impulse train
representation, Φ̂out(t), used in the divider model.

Φout(t) and Φ̂out(t) are stochastic in nature, and therefore have undefined Fourier
transforms. We seek the frequency-domain relationship between these two signals; its
derivation will be obtained by temporarily assuming that these signals are determin-
istic in nature, and that their Fourier transforms are well defined as

Φout(f) =
∫ ∞

−∞
Φout(t)e

−j2πftdt, Φ̂out(f) =
∫ ∞

−∞
Φ̂out(t)e

−j2πftdt.

Since the impulses in Φ̂out(t) effectively sample e−j2πft when forming Φ̂out(f), we
obtain

Φ̂out(f) =
∞∑

k=−∞
Φ̂out [k]e−j2πfTk.

It is a property of the Fourier transform [61] that Φout(f) and Φ̂out(f) are related as

Φ̂out(f) =
1

T

∞∑
n=−∞

Φout(f − n

T
).

Thus, Φ̂out(f) is composed of copies of Φout(f) that are scaled in magnitude by 1/T
and shifted in frequency from one another with spacing 1/T . We will assume that
the bandwidth of Φout(f) is much smaller than 1/T , so that negligible aliasing occurs
between the copies of Φout(f) within Φ̂out(f). In addition, it is assumed that the
continuous-time, lowpass filtering performed by the VCO and loop filter reduces the
influence of the high frequency components in Φ̂out(f) to negligible levels. (The
influence of Φ̂out(f) is manifested within the PLL through the signal Φ̂e(t) by the PFD
output, which passes through the loop filter and VCO dynamics before influencing
Φout(t).)

These concepts are illustrated for a general signal, x(t), in Figure 2.3. The draw-
ing suggests that the overall dynamics of the PLL are influenced primarily by the
‘baseband’ copy of Φout(f) within Φ̂out(f). As shown at the bottom of the figure,
we model the conversion between these signals in the frequency-domain as a simple
scaling operation of the continuous-time signal by 1/T . Although this assumption
will break down when trying to perform noise analysis at frequencies close to 1/T ,
it will prove useful and reasonably accurate when performing closed loop analysis for
most frequencies of interest in our application. Note that the double outline of the
box in the figure is meant to serve as a reminder that the model is an approximation
since copies of the baseband signal are produced.
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Figure 2.3: Frequency domain modeling of discrete-time signals in PLL.

2.2.5 Overall Model

Figure 2.4 displays linearized, frequency-domain models for each of the PLL compo-
nents. We briefly review the significant characteristics of each block.

The divider effectively samples the continuous-time output phase deviation, Φout(t),
and then divides its value by Nnom . The output phase of the divider, Φ̂div(t), is di-
rectly influenced by Φ̂n(t), which is formed as the integration of deviations in the
divider value, n̂(t). The integration of n̂(t) is a consequence of the fact that the
divider output is a phase signal, whereas n̂(t) causes an incremental change in the
divider output frequency. Since n̂(t) and Φ̂n(t) consist of modulated impulse trains,
the integration operation between them is modeled as the transfer function 1/(1−D),
where D = e−j2πfT .

The PFD can be considered as a translator between the discrete-time phase error,
Φe[k], and the continuous-time signal, E(t), that is sent into the loop filter. In
other words, the PFD can be viewed as a DT to CT converter. Assuming that phase
detection is implemented digitally as an XOR gate, the DT to CT conversion amounts
to creating a square-wave output whose instantaneous duty cycle is a function of Φe[k].
As Chapter 9 explains, the resulting waveform, E(t), can be expressed as the sum of
an impulse train modulated by Φe[k], and a square wave with constant duty cycle,
Espur(t). In the PFD model shown in Figure 2.4, we have defined a perturbation
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Figure 2.4: Linearized models of PLL components.

source, DN (t), that consists of the sum of Espur(t) and jitter noise from the reference
frequency, divider logic, and PFD [46]. Espur(t) will cause spurious noise at frequencies
that are multiples of 1/T , while the jitter noise is expected to be broadband in nature.
As a side remark, it should be noted that the PFD model assumes phase deviations are
small so that the frequency detection capability of the PFD need not be considered.

As for the remaining components, the loop filter is modeled as a frequency domain
transfer function, H(f), and the VCO is represented by an integrator with gain Kv

(Hz/V) that produces an output phase signal. The VCO includes an accompanying
noise source, Φvn(t), to model phase noise that occurs in a practical implementation
of a VCO. In the context of analysis in this thesis, we will assume that the spectral
density of Φvn(t) decreases with increasing offset frequency from the carrier at -20
dB/dec [62,63].

Each of the component models are combined to form the overall PLL linearized
model shown in Figure 2.5.
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Figure 2.5: Overall PLL model.

2.3 Parameterization of the PLL Model

It will prove useful to parameterize the model shown in Figure 2.5 in terms of a
transfer function defined as

G(f) =
H(f)Kv/(πN)

jf + H(f)Kv/(πN)
. (2.19)

Since H(f) is lowpass in nature, G(f) has the following property:

G(f) −→ 1 as f −→ 0, G(f) −→ 0 as f −→ ∞, (2.20)

implying that G(f) is also a lowpass filter. The value of introducing G(f) is that all
transfer functions of interest within the PLL can be parameterized by it, and therefore
be easily related to one another.

The relationships between the divider signal, Φ̂n(t), VCO noise, Φvn(t), and PFD
noise, DN (t), to the output phase, Φout , are given by the transfer functions shown in
Figure 2.6; these transfer functions were derived from Figure 2.5. Figure 2.6 provides
the insight that VCO noise is highpass filtered and the PFD noise lowpass filtered
before influencing the output phase.

The bottom portion of Figure 2.6 provides an alternative representation of the
influence of the divider signal on the output phase. Its derivation is obtained by
approximating the delay element D as

D = e−j2πfT ≈ 1 − j2πfT, for f � 1/T, (2.21)

and changing the order of the two cascaded blocks between n̂ and Φfm . The last model
will be used in the modulation analysis to follow, and reveals that the divider mod-
ulation signal, n̂(t), effectively passes through a path consisting of a D/A converter
and lowpass filter and is then converted to phase by an integration operation.
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Figure 2.6: Parameterized PLL model.

2.4 Frequency Control Without Σ-∆ Modulation

Figure 2.7 illustrates modulation of the PLL output frequency that occurs when its
divider value, n̂(t), is varied. (For convenience in later analysis, we introduce n(t) as
a continuous-time signal that is sampled to form the modulated impulse train, n̂(t) .)
The output frequency is changed about the carrier frequency as illustrated, resulting
in a form of frequency shift keyed (FSK) modulation. Since n̂(t) can only be altered
in integer steps, the minimum deviation of the output frequency is 1/T .

71%5
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Figure 2.7: Simple FSK modulation of the PLL.

Referring back to Figure 2.6, the achievement of good noise performance requires
the value of cutoff frequency of G(f), defined as fo, to be well below 1/T ; this must
be done in order to properly attenuate the spurious tones present in DN (t) [28]. An
interesting viewpoint of this situation is to consider the PFD output as a coarse signal
that is dithered between 1 and -1 and then smoothed by the PLL dynamics, G(f), to
produce a finer resolution signal. For such smoothing to be effective, the dynamics of
the PLL must be much slower than the dithering rate.

To achieve good modulation performance, it is desirable to set the value of fo high
enough that the bandwidth of G(f) does not attenuate the modulation signal in its
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high frequency region. Modulation at high data rates therefore requires a correspond-
ingly high value of fo, which in turn forces 1/T to be even higher. Unfortunately, a
high value of 1/T yields poor frequency resolution, yielding a direct tradeoff between
the achievement of high resolution and fast dynamics.

2.5 Σ-∆ Modulation Principles

By using fractional-N techniques, we can decouple the frequency resolution from the
choice of reference frequency by using a ‘dithering modulator’; this method increases
the resolution of the synthesizer by dithering the divide value at a high rate and using
the PLL dynamics, G(f), to perform smoothing. The resulting ‘averaged’ value of
n̂(t) can be changed in ‘fractional’ increments, so the effective value of n̂(t) and Nnom

are no longer constrained to be integer. The price paid for the increase in resolution
is the introduction of quantization noise.

The characteristics of this new quantization noise, which we will denote as q̂(t),
are determined by the method of dithering. If periodic dithering is chosen, as effec-
tively done by the PFD, then the quantization noise will have spurious components.
The spur of lowest frequency must occur at a value less than or equal to 1/(2T ) since
n̂(t) consists of samples spaced T apart. The low frequency spurious content imposes
difficulty in realizing a G(f) with high bandwidth that adequately attenuates such
components. Moreover, the frequency of these spurs will typically shift as the av-
erage of n̂(t) is changed, which further complicates efforts of achieving good noise
performance. Typically, this problem is dealt with by cancelling out such noise at the
PFD output by using a method known as phase interpolation [46]. Such an approach
requires a D/A converter operating at the reference frequency, which can be very
unattractive when seeking a low power solution since a high reference frequency is
desirable.

Rather than using periodic dithering, a better solution is to randomize the dither-
ing pattern such that it accurately produces the desired average divider value while
creating quantization noise with minimal spurious content. The quest for non-periodic
dithering has led to several techniques that introduce randomization through various
means [23,28]. The most elegant of these methods appears to be a method presented
by Riley et al. that draws from the field of Σ-∆ D/A converters [23]. Such D/A con-
verters are capable of achieving output analog signals of high resolution with a coarse
D/A converter; the high resolution is obtained with a dithering technique known as
Σ-∆ modulation. This method produces quantization noise that is ‘shaped’ such that
most of its energy is placed at high frequencies. Low spurious content can be achieved
provided that the order of the modulator is adequately high and/or the input to the
converter varies sufficiently with time [47].

The use of Σ-∆ modulation in fractional-N synthesis is illustrated in Figure 2.8.
The Σ-∆ modulator translates the M-bit digital input sequence to an L-bit sequence,
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Figure 2.8: Σ-∆ modulation applied to Fractional-N synthesis.

where L < M . (For simplicity in the figure, we show the case where L = 1; the
remaining portion of this thesis will focus on the case in which L > 1.) As illustrated,
the M -bit input sequence is assumed to vary slowly with respect to the rate of dither-
ing so that the smoothing filter has an adequate number of samples to ‘average’ for
reconstruction of the high bit-width input of the modulator.

2.5.1 Fractional-N Modulator Model

Proper modeling of the Σ-∆ converter is dependent on the architecture chosen. Two
types prevail — the single loop and MASH structure. For a transmitter application,
we argue that the MASH structure is the better choice for four reasons. First, it
is unconditionally stable, so that there is never a need to reset internal integrators.
Such actions cause glitches in the dithered signal, which can lead to missing data bits
and/or timing jumps in the transmitted sequence. Second, the MASH architecture
is readily pipelined (Chapter 8), which leads to considerable power savings. Third,
the MASH topology imposes no transfer function on its input which would affect the
modulated waveform. Finally, the MASH structure supports a full dynamic range
regardless of its order.

Figure 2.9 displays the model for an nth order MASH Σ-∆ converter placed within
the PLL modulation section. The MASH model is represented as the addition of the
delayed input signal and the shaped quantization noise, q̂(t). Under the assumption
of a high order structure and/or a sufficiently varying input, the quantization error
is modeled as the output of a filter with transfer function (1 − D)n that is driven
by a white noise sequence, r̂(t), whose samples are uniformly distributed between 0
and 1. (Simulations of the prototype confirm that such modeling is accurate in our
application when modulation is applied.) The updated PLL model places the Σ-∆
to the right of the sampling operation since it is discrete-time in nature, and includes
the integration operation that yields Φfm(t).

A frequency domain interpretation of the interaction between the Σ-∆ modulator
and PLL dynamics is revealed through the example spectra in Figure 2.9. The slowly
varying nature of the input causes its energy to be confined to low frequencies relative
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Figure 2.9: Model of frequency modulation of the PLL output when its divide value
is dithered by a Σ-∆ modulator.

to 1/T . The quantization noise has low energy content at these low frequencies due to
the shaping action of the Σ-∆. By filtering the high frequency portion of the overall
signal, n̂(t), with G(f), much of the quantization noise is removed without affecting
the input. (This last point assumes that the bandwidth of the input is less than fo.)

It is convenient to recast Figure 2.9 into the model shown in Figure 2.10, which
separates the influence of the quantization noise from the desired modulation signal.
The repartitioned model ignores the delay of the input through the Σ-∆ since it has
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Figure 2.10: Alternate representation of Σ-∆ model.

no influence on the dynamics of the PLL. The noise section can be further simplified
by deriving the power spectrum of Φ̂q(t) and then removing all blocks to the left of
this signal. To do so, we use the fact that D = e−j2πfT to obtain

SΦ̂q
(f) =

∣∣∣∣2π (
1 − e−j2πfT

)(n−1)
∣∣∣∣2 Sr̂(f). (2.22)

After simplifying the above expression and substituting Sr̂(f) = 1/12, which is derived
on the assumption that r̂(t) is white and uniformly distributed between 0 and 1, we
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obtain

SΦ̂q
(f) =

(2π)2

12
(2 sin(πfT ))2(n−1) . (2.23)

Figure 2.11 illustrates the resulting PLL model, which now includes the effect of Σ-∆
modulation; the structure is partitioned into modulation and noise analysis sections
to aid analysis in the following chapters.
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Figure 2.11: Separation of PLL model into signal and noise sections.

2.6 Summary

This chapter presented a linearized, frequency-domain model of the PLL. The effects
of using Σ-∆ modulation to increase synthesizer resolution were included in the anal-
ysis, and transfer functions were derived that describe the influence of modulation
and noise sources on the output phase of the synthesizer. These transfer functions
are parameterized by a common function, G(f), which allows ready comparison to
one another. The chapters to follow use these transfer functions to perform analysis
of modulation and noise performance of the fractional-N synthesizer.



Chapter 3

Noise Properties of a Modulated
Synthesizer

This chapter examines the influence of the PLL noise sources in Figure 2.11 on the
output spectrum of the synthesizer. We will focus particularly on the effects of such
noise at high frequency offsets from the carrier; the noise requirements for a transmit-
ter are very strict in this range to avoid interfering with users in adjacent channels.
In the case of the DECT standard, the phase noise density can be no higher than -131
dBc/Hz at a 5 MHz offset [14, 15]. Noise at low frequency offsets is less critical, and
need only be below the modulation signal by enough margin to insure an adequate
signal-to-noise ratio.

We begin by exploring the nonlinear relationship between the overall phase noise
density modeled in Figure 2.11 and the output spectrum when modulation is applied.
The overall phase noise density is then broken down into its three major components,
which are PFD, VCO, and Σ-∆ quantization noise. The influence of the PLL dy-
namics, G(f), and Σ-∆ sample rate, 1/T , on each of these components is explored.
It is shown that the settings of G(f) and 1/T have negligible impact on the VCO
noise, and should be set according to the level of attenuation required of the Σ-∆
quantization noise. (The Σ-∆ quantization noise is assumed to be higher than the
PFD noise at the frequencies of concern, so that the influence of PFD noise can be
neglected.) The chapter concludes by quantifying the parameter space of G(f) and
1/T which reduces the influence of the Σ-∆ quantization noise on the overall phase
noise density to -136 dBc/Hz at 5 MHz offset.

3.1 The Relationship Between Φtn(t), Φmod(t), and

the Output Spectrum

Figure 3.1 illustrates the connection between the phase variables modeled in Fig-
ure 2.11 and the output of the transmitter, which is a phase modulated sine wave.

57
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Reviewing the notation, Out(t) is the transmitter output, Φmod(t) is the phase de-
viation of Out(t) due to modulation, and Φtn is the overall phase noise of Out(t).
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Figure 3.1: Illustration of the relationship between modeled phase, Φout(t), and the
transmitter output, Out(t).

The relationship in Figure 3.1 is expressed mathematically as

Out(t) = cos(2πfct + Φmod(t) + Φtn(t)). (3.1)

Using a familiar trigonometric identity, we expand Equation 3.1 as

Out(t) = cos(2πfct + Φmod(t)) cos(Φtn(t)) − sin(2πfct + Φmod(t)) sin(Φtn(t)). (3.2)

We form an approximation of the above expression based on the assumption that the
noise fluctuations are small so that |Φtn(t)| � 1 for all t

Out(t) ≈ cos(2πfct + Φmod(t)) − sin(2πfct + Φmod(t))Φtn(t) (3.3)

To obtain the power spectrum of Out(t), we take the autocorrelation of Equa-
tion 3.3 and make use of the fact that Φtn(t) has zero mean and is uncorrelated with
the modulation signal, Φmod(t). Defining Rout(t) = R{Out(t)} as the autocorrelation
of Out(t), we obtain

Rout(t) ≈ R{cos(2πfct + Φmod(t))} + R{sin(2πfct + Φmod(t))}R{Φtn(t)}
The output power spectrum, defined as Sout(f) = S{Out(t)}, is found by taking the
Fourier transform of the above expression:

Sout(f) ≈ Soutm(f) + Soutm(f) ∗ SΦtn (f), (3.4)

where ‘∗’ denotes the convolution operation, and

Soutm(f) = S{sin(2πfct + Φmod(t))}, SΦtn (f) = S{Φtn(t)}.
Thus, we see that when directly modulating a frequency synthesizer, the output
spectrum is formed as the addition of a noiseless modulation spectrum, Soutm , and
a ‘smoothed’ noise spectrum, Soutm(f) ∗ SΦtn(f). This smoothing operation has a
significant impact on the spurious performance of the transmitter, as discussed in the
following section.
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3.2 Interaction of Modulation and Noise on Out-

put Spectrum

It is generally assumed that a non-tunable, bandpass filter is used at the output of the
transmitter to remove harmonic components of the VCO. This filter must be capable
of passing all channels available to the transmitter, and will be assumed to have a
bandwidth that is on the order of 15 MHz in the context of this thesis.

Any out-of-channel noise emitted by the modulated PLL within the bandwidth
of the output bandpass will pass through the filter and interfere with other channels.
The near-far problem [46] will accentuate the effect of such noise, and leads to strict
out-of-channel noise requirements. Outside this bandwidth, the noise requirements
for the PLL output are less strict due to the attenuation offered by the filter. Noise
requirements at frequencies within the channel are also less strict, and need only
be below the modulation signal by enough margin to insure an adequate signal-to-
noise ratio. Therefore, it is at intermediate offset frequencies, where the noise is
neither overshadowed by the modulation spectrum or reduced by the output filter,
that requirements are most stringent. Our target performance specification in this
region is to achieve output noise that is less than -131 dBc/Hz at 5 MHz.

Figure 3.2 illustrates Equation 3.4 for the case in which GFSK modulation is
applied; the two plots illustrate the noiseless modulation spectrum, Soutm(f), and the
phase noise spectrum, SΦtn (f), before and after smoothing. In the figure, we see that
the spurious tone at 1/T is converted to phase noise by the smoothing operation.
Therefore, excellent spurious performance can be achieved when directly modulating
a frequency synthesizer — all spurs are convolved with the modulation spectrum and
turned into phase noise.

Figure 3.2 reveals that the transmitter output spectrum will experience increased
phase noise levels at frequencies close to 1/T due to the convolution of the modulation
spectrum with the reference frequency spur. Fortunately, noise at this frequency range
will be significantly attenuated by the output bandpass filter so long as 1/T is set
sufficiently higher than its bandwidth.

The spectra 10 log Soutm(f) and 10 log SΦtn (f) are assumed to have units of dBc/Hz,
so that ∫ ∞

−∞
Soutm(f)df ≈ 1.

Assuming that Stn(f) contains negligible levels of spurious tones in the intermediate
frequency range, and that its shape does not contain sharp peaks relative to the
bandwidth of the modulation spectrum, we can approximate the smoothed spectrum
within this region as

Soutm(f) ∗ SΦtn(f) ≈ SΦtn(f) (f in intermediate region).

Simulations of the prototype system indicate that the above approximation is accurate
at frequency offsets close to 5 MHz for the prototype system discussed in Chapter 10.
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Figure 3.2: Signal and noise components of the modulated output spectrum.

As a sidenote, it is worthwhile to compare the VCO based approach of upcon-
version to that based on mixers. In the case of ideal mixer-based upconversion, the
spurs in the local oscillator (L.O.) signal are also convolved with the modulation sig-
nal and turned into phase noise. However, a practical mixer also passes ‘feedthrough’
components to its output which are not convolved with the modulation signal; any
spurs in their spectrum are passed to the output spectrum. The achievement of low
spurious noise with a direct conversion approach using mixers is highly problematic
due to this issue.

3.3 The Influence of PLL Parameters on Noise

Performance

The primary PLL parameters that must be considered in designing the synthesizer
are the Σ-∆ sample rate, 1/T , and parameterizing transfer function, G(f). (Note
that the reference frequency is also equal to 1/T .) To evaluate the influence of these
parameters on noise performance, it is necessary to decompose the overall noise,
Φtn(t), in terms the various noise sources that influence it. Figure 3.3 displays example
power spectra of these noise components. The VCO noise, Φvn(f), is assumed to have
a power spectral density, SΦvn (f), that rolls off at -20 dB/dec in the frequency ranges
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considered [62,63]. The Σ-∆ quantization noise, Φ̂q(t), has a power spectrum, SΦ̂q
(f),

that is periodic in frequency about 1/T due to the fact that it is a discrete-time signal
with sample rate of 1/T . The PFD noise, DN (t), is composed of a spurious signal
with a fundamental frequency of 1/T and random, white noise resulting from jitter
in the divider and PFD; its spectrum is denoted as SDN (f).
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Figure 3.3: View of noise components.

As seen by the many different transfer functions in Figure 3.3, the settings of G(f)
and 1/T have dramatically different effects on the manner in which these noise sources
influence the overall output noise, Φtn(t). To achieve a design procedure involving
these parameters, we will break up analysis of their influence into two sections. The
first section will use qualitative arguments to deduce a design strategy, and the second
will quantitatively establish a design space for the PLL parameters that achieves the
required noise performance.

3.3.1 Qualitative Analysis

Table 3.1 provides a qualitative description of the influence of G(f) and 1/T on the
overall phase noise, Φtn(t), with respect to the individual noise sources depicted in
Figure 3.3. The statements in the table are derived by inspection of Figure 3.3,
and are limited to the consideration of noise performance at intermediate frequency
offsets. (This frequency range is assumed to be higher than the cutoff frequency of
G(f).)

Inspection of Table 3.1 reveals that the PLL parameters have no influence on the
VCO at the frequency range considered. Therefore, Φvn(t) need not be considered
when designing the PLL. However, the VCO must be properly designed so that its
phase noise is less than the overall desired noise specification.
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Decrease cutoff Increase order Increase
frequency of G(f) of G(f) 1/T

VCO noise, Φvn(t) no effect no effect no effect
PFD noise, DN (t) reduced reduced reduced

Quant. noise, Φ̂q(t) reduced reduced reduced

Table 3.1
Influence of parameters in G(f) and of 1/T on individual noise source contributions
to the overall phase noise spectral density, SΦtn (f), at intermediate frequency offsets.

The influence of SDN (f) on SΦtn (f) is given by the expression

|πNnomG(f)|2 SDN (f),

which reveals that the PFD noise is multiplied by N2
nom . Therefore, it is highly

beneficial to use a low divide value to reduce the effects of PFD noise; this objective
is accomplished by choosing a high reference frequency, 1/T . In fact, to achieve
attenuation of the spurious portion of DN (t) by the output bandpass filter, 1/T should
be set higher than its bandwidth. Reduction of the PFD noise is also accomplished by
choosing a low cutoff frequency and/or high order for G(f).

Reduction of the Σ-∆ quantization noise is achieved by the same PLL parameter
conditions specified for the PFD noise: a high reference frequency, low cutoff fre-
quency, and high PLL order are all desirable. Since much of the energy of the Σ-∆
quantization noise is shaped into high frequencies, we will assume that this noise
source dominates over the PFD noise at intermediate frequency offsets. Therefore,
quantitative selection of the PLL parameters will be based on achieving adequate
attenuation of Φ̂q(t). (For the design parameters chosen for the prototype, simulated
and measured results in Chapter 11 verify that the Σ-∆ noise is the dominant noise
source at frequency offsets close to 5 MHz.)

3.3.2 Quantitative Analysis

We now compute the PLL parameter space that achieves overall output noise that
is less than -131 dBc/Hz at 5 MHz offset. Several assumptions will be made in
this analysis. First, the crossover point of the modulation spectrum, Soutm(f), and
smoothed noise spectrum, Soutm(f) ∗ SΦtn (f), will be considered to be greater than
fo. This assumption holds when the data rate is set as high as possible so that the
bandwidth of the modulation signal is the same or higher than the bandwidth of the
PLL dynamics, G(f). Second, we assume a simple parameterization of G(f) as a
Butterworth transfer function with order m and a cutoff frequency of fo:

|G(f)|2 =
1

1 + (f/fo)2m
. (3.5)
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The above expression is chosen for the sake of simplicity in calculations; other filter
responses could certainly be implemented. Third, it will assumed that the VCO noise
density rolls off at -20 dB/dec.

We begin by defining SΦtn,q (f) to be the output noise density that occurs if all
noise sources are set to zero except for the Σ-∆ quantization noise; this function is
calculated as

SΦtn,q (f) =
1

T

(
(2π)2

12
(2 sin(πfT ))2(n−1)

)
|T · G(f)|2 . (3.6)

We can simplify the above expression by taking advantage of the assumption that
1/T is higher than the bandwidth of the output bandpass filter. This choice confines
the critical frequency region to fo � f � 1/T , so that the following approximations
can be made:

sin(πfT ) ≈ πfT, |G(f)|2 ≈ (fo/f)2m . (3.7)

Equation 3.6 then becomes

SΦtn,q (f) ≈ T
(2π)2

12
(2πfT )2(n−1)(fo/f)2m. (3.8)

For convenience, the above equation is placed in a logarithmic scale that yields units
of dBc/Hz for the spectral density magnitude:

10 log(SΦtn,q (f)) ≈ 10 log

(
T

(2π)2n

12
T 2(n−1)f 2m

o

)
− 20(m + 1 − n) log(f). (3.9)

This expression reveals that SΦtn,q (f) has a constant rolloff, within the frequency
range considered, of −20(m+1−n) dB/dec. Intuitively, SΦtn,q (f) should be matched
in slope to the VCO noise, which requires that the order of the Σ-∆ equal the order
of G(f), i.e., n = m. We will assume that this constraint holds, so that the order of
G(f) is considered to be n from this point forward. The constant term in Equation 3.9
should be chosen to reduce SΦtn,q (f) below the VCO noise limit by proper adjustment
of fo.

The last step in our analysis is to determine the values of fo that achieve the noise
requirements under different values of Σ-∆ order, n, and reference frequency, 1/T .
Rearrangement of equation 3.8 and substitution of m = n leads to the expression

fo = f 1/n
(
SΦtn,q (f)

)1/(2n) 121/(2n)

2π

(
1

T

)1−1/(2n)

. (3.10)

Figure 3.4 provides a plot of Equation 3.10 with 10 log SΦtn,q (f) set at -136 dBc/Hz
at f = 5 MHz.

As a minor detail, it should be noted that Figure 3.4 is only valid when G(f) is
described by Equation 3.5. In practice, this assumption is not quite true. As discussed
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Figure 3.4: Calculation of fo, 1/T , and n that achieve Stn,q(f) of -136 dBc/Hz at 5
MHz offset.

in Chapter 6, the effects of a parasitic pole/zero pair, fcp and fz, must be included
in the transfer function of G(f) in Equation 3.5 since the PLL will be implemented
as a type II system. This parasitic pole/zero pair will scale SΦtn,q(f) by the factor
|fcp/fz|2.

Of greater significance is the fact that Figure 3.4 reveals that there is a cost for
increasing fo; namely, n and/or 1/T must be increased in order to maintain the
required noise performance. For instance, the choice of fo = 80 kHz allows relatively
low settings of n = 2 and 1/T = 20 MHz, while fo = 1 MHz requires n to be at least
3 with a high value of 1/T = 100 MHz, or 1/T to be at least 30 MHz with a high
value of n = 5.

3.4 Summary

This chapter examined the influence of PLL noise sources and component parameters
on the output spectrum of the synthesizer. It was argued that the reference frequency,
which is the same as the Σ-∆ sample rate, should be set higher than the bandwidth
of the output bandpass filter. In addition, an argument was made that the Σ-∆
quantization noise is the chief noise source that must be considering when designing
the transmitter to achieve the required noise performance. The parameter space of
PLL parameters was presented that achieves reduction of the overall phase noise due
to Σ-∆ quantization noise to -136 dBc/Hz at 5 MHz offset.



Chapter 4

The Challenge of High Data Rate
Modulation

Using the fractional-N approach to frequency synthesis, it is straightforward to real-
ize a transmitter that performs phase/frequency modulation in a continuous manner
by direct modulation of the synthesizer. Figure 4.1 illustrates a simple transmitter
capable of GMSK or GFSK modulation from [22]. The binary data stream is first
convolved with a digital FIR filter that has a Gaussian shape. (Physical implementa-
tion of this filter can be accomplished with a ROM whose address lines are controlled
by consecutive samples of the data and time information generated by a counter.)
The digital output of this filter is summed with a nominal divide value and fed into
the input of a digital Σ-∆ converter, the output of which controls the instantaneous
divide value of the PLL. The resulting variation of the divide value causes the output
frequency to be varied according to the modulation data about the carrier frequency
set by the nominal divide value. Assuming that the PLL dynamics have sufficiently
high bandwidth, the characteristics of the modulation waveform are determined pri-
marily by the digital FIR filter and thus accurately set.

Figure 4.2 depicts a linearized model of the synthesizer dynamics in the frequency
domain. The digital transmit filter confines the modulation data to low frequencies,
the Σ-∆ modulator adds quantization noise that is shaped to high frequencies, and the
PLL acts as a lowpass filter that passes the input but attenuates the Σ-∆ quantization
noise. In the figure, G(f) is calculated as

G(f) =
KvH(f)/(πNnom)

jf + KvH(f)/(πNnom)
, (4.1)

where H(f), Kv, and Nnom are the loop filter transfer function, the VCO gain (in
Hz/V), and the nominal divide value, respectively. An analogy between the fractional-
N modulator and a Σ-∆ D/A converter can be made by treating the output frequency
of the PLL as an analog voltage.

A key issue in the system is that the Σ-∆ modulator adds quantization noise

65
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Figure 4.1: A spectrally efficient, fractional-N modulator.
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Figure 4.2: Linearized model of fractional-N modulator.

at high frequency offsets from the carrier. The noise requirements for a transmitter
are very strict in this range to avoid interfering with users in adjacent channels. In
the case of the DECT standard, the phase noise density can be no higher than -131
dBc/Hz at a 5 MHz offset [21].

As discussed in Chapter 3, sufficient reduction of the Σ-∆ quantization noise can
be accomplished through proper choice of the Σ-∆ sample rate, which is assumed to
be equal to the reference frequency, and the PLL transfer function, G(f). (Note that
this problem is analogous to that encountered in the design of Σ-∆ D/A converters,
except that the noise spectral density at high frequencies, rather than the overall
signal-to-noise ratio, is the key parameter.) One way of achieving a low spectral
density for the noise is to use a high sample rate for the Σ-∆ so that the quantization
noise is distributed over a wide frequency range and its spectral density reduced.
Alternatively, the attenuation offered by G(f) can be increased; this is accomplished
by decreasing its cutoff frequency, fo, or increasing its order, n.

Unfortunately, a low value of fo adversely affects modulation performance by
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lowering the achievable data rate of the transmitter. This fact can be observed from
Figure 4.2; the modulation data must pass through the dynamics of the PLL, so that
its bandwidth is restricted by that of G(f).

In the remaining portions of this chapter, we will quantify the relationship be-
tween the PLL parameters that is required to achieve the desired noise and data rate
performance. The PLL parameters considered are its bandwidth, fo, its order, n, and
the Σ-∆ sample rate, 1/T .

4.1 Data Rate versus PLL Bandwidth

To calculate the optimal choice of fo relative to data rate, we temporarily ignore the
issue of noise and examine the modulation path depicted in Figure 4.3, which is taken
directly from Figure 2.11. (Note that mod(t) has units of Hz.) Figure 4.3 includes
the effects of the transmit filter with the input signal defined as a binary, continuous
signal, inw(t).
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Figure 4.3: Model of data path.

In practice, the transmit filter, P (ej2πfT ), is implemented in discrete-time; its
input data is assumed to be in the form of binary modulated impulses shown as
data(t) in the figure. The connection between P (ej2πfT ) and W (f) in the figure is
that P (ej2πfT ) consists of samples of rect(Td, t) ∗ W (f), where ‘∗’ is the convolution
operator, and rect(Td, t) is defined to be 1/Td for 0 ≤ t < Td and zero otherwise.
We use the W (f) parameterization in our analysis here since it is consistent with the
description of GMSK modulation in the original paper [49].

Figure 4.3 reveals that the signal path is characterized by the joint filtering action
of W (f) and G(f). We define an overall transmit filter as T (f), and readily derive



68 CHAPTER 4. THE CHALLENGE OF HIGH DATA RATE MODULATION

this transfer function from the block diagram as

T (f) =
1

T
W (f)G(f).

As labeled in the figure, the respective 3 dB bandwidths of T (f), W (f), and G(f)
are defined as B, fw, and fo, respectively.

To implement GFSK modulation, T (f) must have a Gaussian shape and its band-
width, B, must be set in proportion to the data rate, defined as 1/Td; this relationship
is parameterized by the product BTd. A low value of BTd is desirable to obtain a
transmitter with good spectral efficiency. If the product value is chosen too low, how-
ever, excessive intersymbol interference will result [49]. The optimal setting of BTd

is somewhat application specific, but we again appeal to the DECT specification as
a benchmark and assume for the analysis to follow that

BTd = 0.5

To obtain well controlled modulation characteristics, it is desirable to set fw < fo

in order to minimize the influence of G(f). In this case, the overall transmit filter is
approximated as

T (f) ≈ 1

T
W (f).

The reason for wanting to minimize the influence of G(f) is that its analog nature,
and the constraints placed on it by implementation and noise issues, prevents its
response from ideally shaping the modulation data. In contrast, the digital nature of
W (f) allows it to realize a symmetric, Gaussian response that is close to ideal.

While a low value of fw relative to fo leads to a better controlled transmit filter,
it carries the price of a reduced data rate. Therefore, we seek a choice of fw that is no
lower than necessary to achieve the desired transmit filter performance. This choice
can be found empirically by assuming a representative transfer function for G(f) and
plotting the eye diagrams that result for different values of fo while W (f) is fixed
as a Gaussian filter with bandwidth fw = 0.5/Td. Figure 4.4 depicts the simulated
results of such an experiment in which G(f) was chosen, for the sake of simplicity in
calculations, to be a third order Butterworth response. (Similar results were obtained
for n = 4 and n = 5, which are not shown for the sake of brevity.) The plots reveal
that the level of intersymbol interference increases as fo is reduced. Based on the
figure, an appropriate choice is

foTd = 0.7.
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Figure 4.4: Normalized Eye Diagrams for various values of foTd: (a) foTd = ∞, (b)
foTd = 0.7, (c) foTd = 0.5.

4.2 Data Rate versus PLL order and Σ-∆ Sample

Rate

We now compute the relationship between data rate and the PLL parameter space
that achieves the noise performance described in Chapter 3.

For clarity, we briefly review assumptions made in that chapter. G(f) is assumed
to be a Butterworth response of order n:

G(f) =
1

1 + (jf/fo)
n ,

and the spectral density of the noise at the transmitter output due to quantization
noise is expressed as

SΦq(f) =

(
T

(2π)2

12
(2 sin(πfT ))2(n−1)

)
|G(f)|2 , (4.2)

where T is the Σ-∆ sample period, and a MASH structure [47] of order n is assumed
for the modulator. G(f) is chosen as Butterworth response for the sake of simplicity
in calculations; other responses could certainly be implemented. Note that the order
of the MASH Σ-∆ is assumed to be the same as the order of G(f) so that the rolloff
characteristics of Equation 4.2 and the VCO noise are matched at high frequencies
(-20 dB/dec).

Figure 4.5 displays the resulting parameters at different data rates; these values
were calculated from Figure 3.4 in chapter 3 under the assumption that foTd equals
0.7. (The parameter space in Figure 3.4 was computed by setting Equation 4.2 to
-136 dBc/Hz at 5 MHz; this specification was chosen to achieve less than -131 dBc/Hz
at 5 MHz offset after adding in VCO phase noise.)

The figure reveals that the achievement of high data rates and low noise must
come at the cost of high power dissipation and complexity when attempting direct
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Figure 4.5: Achievable data rates vs. PLL order and Σ-∆ sample rate when SΦtn,q (f)
is -136 dBc/Hz at f = 5 MHz.

modulation of the synthesizer. In particular, the power consumed by the digital
circuitry is increased at a high Σ-∆ sample rate due to the increased clock rate of the
Σ-∆ modulator and the digital FIR filter, W (f). The power consumed by the analog
section is increased for high values of PLL order since additional poles and zeros
must be implemented. This issue is aggravated by the need to set these additional
time constants with high accuracy in order to avoid stability problems in the PLL. If
tuning circuits are used to achieve such accuracy [48], spurious noise problems could
also be an issue.

4.3 Summary

This chapter explored issues associated with direct modulation of a fractional-N syn-
thesizer. Analysis was performed under the constraint that the modulation bandwidth
lie within the bandwidth of the PLL. It was shown that the required parameter space
of the PLL that allows high data rates and low noise to be achieved is problematic
when desiring a low power, low complexity implementation. Specifically, data rates
in excess of 1 Mbit/s with phase noise of -136 dBc/Hz due to Σ-∆ noise require a Σ-∆
sample rate of 60 MHz or a PLL order that is greater than three. A high PLL order
is undesirable for achieving a simple, lower power implementation of analog circuits
in the PLL. A high Σ-∆ sample rate leads to high power consumption in the digital
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portion of the synthesizer.
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Chapter 5

Proposed Approach

The obstacles of high data rate modulation discussed in Chapter 4 are greatly miti-
gated if the modulation bandwidth is allowed to exceed that of the PLL. In this case,
the bandwidth of G(f) can be set sufficiently low that an excessively high PLL order
or Σ-∆ sample rate is not necessary to achieve the required noise performance.

Figure 5.1 illustrates the proposed method that achieves this goal. By cascading
a compensation filter, C(f), with the digital FIR filter, the transfer function seen by
the modulation data can be made flat by setting C(f) = 1/G(f). This new filter is
simple to implement in a digital manner — by combining it with the FIR filter, we
need only alter the ROM storage values. Since the input to the modified FIR filter
is a binary, digital data sequence that is noiseless, the compensation filter does not
increase noise levels at its output over the uncompensated filter. Savings in area and
power of the ROM can be achieved over the uncompensated method since the number
of time samples that need to be stored are dramatically reduced.

The technique allows an increase in the achievable data rate for a given value
of fo by trading dynamic range for bandwidth. To explain, C(f) must increase the
high frequency content of the modulation signal to compensate for the attenuation
imposed by G(f). This leads to an increase in the modulation signal swing, which
consumes dynamic range within internal nodes of the PLL. The maximum achievable
increase in data rate is set by the PLL node that imposes the tightest restriction on
signal deviation.
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Figure 5.1: Compensation Method

The remainder of this chapter will evaluate the achievable data rates that can be
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obtained using the proposed compensation method. We first derive an analytical form
for the compensated FIR filter, defined as Wc(f), when GFSK modulation is used.
The resulting filter expression is then used to evaluate the dynamic range required
of the divider and PFD at different data rates. Computation of the achievable data
rates follows. A final section is included to discuss the benefits of the approach with
respect to the implementation of the FIR transmit filter.

For the analysis to follow, we will assume an ideal, second order PLL transfer
function:

G(f) =
1

1 + jf
foQ

+
(

jf
fo

)2 ; (5.1)

C(f) is the inverse of G(f):

C(f) = 1 +
jf

foQ
+

(
jf

fo

)2

. (5.2)

The n = 2 case is chosen over higher order PLL topologies to obtain a simple PLL im-
plementation. (The method is less effective at higher values of n due to the increased
dynamic range requirements.)

5.1 Derivation of Compensated FIR Filter Under

GFSK Modulation

To obtain GFSK modulation, W (f) is chosen as a Gaussian filter whose time-domain
description is

w(t) =
T

4

1√
2πσ

e−
1
2(

t
σ )

2

, σ =
.833 Td

π
. (5.3)

The above choice of σ sets BTd=0.5, and the chosen scale factor of w(t) achieves a
modulation index of h = 0.5. Implementation of the compensation scheme is accom-
plished by convolving w(t) with c(t), the time domain version of C(f). Examination
of equation 5.2 reveals that convolution by c(t) amounts to adding scaled versions of
the first and second derivatives of w(t) to itself. We therefore construct an overall
filter, denoted as wc(t), as

wc(t) = w(t) ∗ c(t) = w(t) +
1

2πfoQ
w′(t) +

1

(2πfo)2
w′′(t). (5.4)

The required derivatives can be calculated analytically for the Gaussian pulse defined
in Equation 5.3, which yields

wc(t) =

(
1 − 1

2πQfoσ

(
t

σ

)
+

1

(2πfoσ)2

(
−1 +

(
t

σ

)2
))

w(t). (5.5)
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For analysis to follow, it is convenient to parameterize the above expression in
terms of the ratio 1/(foTd). This goal is accomplished through substitution of σ with
its value given in Equation 5.3

wc(t) =

(
1 − 1

1.66QfoTd

(
t

σ

)
+

1

(1.66foTd)2

(
−1 +

(
t

σ

)2
))

w(t). (5.6)

This last expression reveals that the signal swing of wc(t) increases in proportion
to 1/(foTd)

2 for large values of 1/(foTd). (For higher orders of G(f), defined as n,
the resulting signal swings are amplified according to 1/(foTd)

n.) Since 1/(foTd) is
the ratio of the modulation data rate to the bandwidth of the PLL, we see that
high data rates lead to large signal swings of wc(t). The achievable data rates using
compensation are limited by the ability of the PLL to accommodate this increased
signal swing.

5.2 Implementation of Compensated FIR Filter

Implementation of the compensated filter can be accomplished with a ROM. To do so,
the filter must be modified such that its input is in the form of a binary impulse stream
with sample rate 1/Td. This modification allows the convolution of the resulting filter
with its input data to be performed using a lookup procedure that is implemented by
a ROM.

The desired modification is performed by convolving wc(t) with a rectangular
window function defined as

rect(Td, t) =

{
1/Td, −Td

2
≤ t ≤ Td

2

0, elsewhere.
(5.7)

We denote the resulting filter as pc(t), where

pc(t) = wc(t) ∗ rect(Td, t). (5.8)

The input data to this filter, defined as data(t), is shown in Figure 5.2; this signal
is in the desired form of a binary impulse stream. The compensated FIR filter is,
therefore, implemented as samples of pc(t).
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Figure 5.2: The relationship between inw(t) and data(t).
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5.3 Achievable Data Rates

Calculation of the maximum achievable data rate using compensation will now be
discussed. Two issues must be considered in this analysis — the available dynamic
range within the PLL, and the amount of dynamic range required at a given data
rate.

5.3.1 Available Dynamic Range

The determination of available dynamic range requires examination of nodes internal
to the PLL. Examination of Figure 5.3 reveals that five nodes are affected by modu-
lation: E(t), Vin(t), Out(t), Div(t), and N [k]. G(f) attenuates the modulation signal
before influencing Fout(t), the instantaneous frequency of Out(t). Therefore, the fre-
quency deviation at this node is not increased by the compensation. This implies that
the voltage variation on Vin(t) is also not affected since Vin(t) = 1/KvFout(t). The
signal deviation of the divider output, Div(t), will be increased, but this node does
not directly impose a range constraint. The deviation of N [k], however, increases
substantially and is limited by the modulus of the divider, which corresponds to the
number of output bits of the Σ-∆. Deviation of the duty cycle of E(t) due to modu-
lation is also increased. Since the duty cycle can vary no more than one cycle, E(t)
imposes a strict limit on the modulation signal swing.
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Figure 5.3: Phase/Frequency modulation using divider in PLL.

The dynamic range offered by the divider will be dependent on the implementation
used. Here we will assume the multi-modulus divider topology described in Chapter
7, which allows a high dynamic range while achieving low power consumption. The
architecture consists of cascaded divide-by-2/3 stages that can ‘swallow’ a specified
number of input cycles to achieve a range of frequency division values. The cycle
swallowing method sets limits in the achievable range of the divider as described in
Table 5.1. As revealed by the table, the dynamic range of the divider depends on
the nominal divide value chosen. The maximum achievable range is achieved with
high values of Nnom that lie halfway between the minimum and maximum values. For
instance, when 5 divide-by-2/3 stages are used, the maximum range is achieved when
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Nnom = 47.5, at which point a range of ±15.5 is available. If Nnom is changed to 40,
the range lowers to ±8. If Nnom is set to 90, the range jumps to ±26.

Number of Stages Range of Divide Values Maximum Dynamic Range

4 16-31 15
5 32-63 31
6 64-127 63

Table 5.1
Range of divide values for multi-modulus divider used in prototype.

The dynamic range of E(t) can be no larger than the variation of its duty cycle
over one period. Unfortunately, even this range cannot be achieved in practice due
to limited dynamics and offset that will occur in the PFD and loop filter implemen-
tations.

The impact of limited dynamics on E(t) is illustrated in Figure 5.4, which depicts
a charge pump that converts the PFD output into current pulses of amplitude +I
and −I that are fed into the loop filter. The average value of current fed into the
loop filter in one cycle is intended to be a linear function of the duty cycle; any
significant nonlinearities will distort the modulation signal and should be avoided.
This goal can be met so long as the modulation signal does not create pulses with
width shorter than the transient time associated with current transitions. Pulses that
are too short will have a peak amplitude below the desired value of +I or −I, and
distort the average current produced during the cycle. Therefore, the achievement
of acceptable linearity requires a minimum and maximum duty cycle to be enforced
which are determined by the transient characteristics of the charge pump. We will
assume that the minimum and maximum values are symmetric so that the duty cycle
of E(t) has the range of [ε, 100 − ε] percent, where ε is set according to the transient
time, defined hereafter as tε.
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Figure 5.4: Implementation of D/A Function within G(f).
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Given the constraints imposed by transients, the highest effective dynamic range
for E(t) is achieved when the nominal duty cycle is fifty percent. An offset in E(t) is
defined as a shift in the nominal duty cycle from the optimal value, and has the effect
of reducing dynamic range. To explain, the modulation signal varies the duty cycle
of E(t) an identical amount above and below its nominal value; if the usable range of
E(t) is [25, 75] percent, then a nominal duty cycle of 50% yields an effective dynamic
range of ±25%. An offset of +10% would yield a nominal duty cycle of 60%, which
would reduce the effective range to ±15%.

5.3.2 Dynamic Range Requirements Versus Data Rate

Compensation leads to an increased signal swing at the divider input, N [k], and
an increase in the variation of the duty cycle for E(t). To quantify the dynamic
requirements of the PLL at different data rates, we examine the linearized model of
the fractional-N modulator with compensation as shown in Figure 5.5. The inw(t)
signal is fed into the compensated digital filter, wc(t), and then sent to the Σ-∆
modulator as insd(t). The Σ-∆ modulator maps insd(t) to integer values that are fed
into the divider as n̂(t), resulting in added quantization noise, q̂(t). The modulation
in the divide value is manifested as a varying duty cycle in E(t), which is sent to the
VCO after passing through the loop filter.

Note that in the context of analysis, the placement of the sampling function is
arbitrary. By appropriate placement of this function, an estimation of the signal swing
of N [k] and duty cycle variation of E(t) can be made using continuous-time analysis
techniques. In doing so, it is important to remember that the sampling operation
scales by 1/T only in the frequency domain; in the time domain, the amplitude of the
signal at its sample points is preserved. Therefore, the signal deviation of discrete-time
signals is approximately the same as the continuous-time signals they are sampled
from.

The dynamic range requirements at the divider input, n̂(t), can be determined
directly from the resulting signal swings of insd(t) at different data rates. We note
the following relationship:

Deviation (n̂(t)) = Deviation (insd(t)) + Deviation (q̂(t)) . (5.9)

Deviation of the quantization noise, q̂(t) depends on the order and topology of the
Σ-∆, but not on data rate. For instance, the quantization noise of a second order
MASH Σ-∆ structure consumes roughly 4 integer values (i.e., 2 bits), while that of
a third order MASH consumes about 8 values (3 bits). Therefore, calculation of the
deviation of n̂(t) is performed by simply adding a constant quantization noise level
to the deviation of insd(t).

The deviation of insd(t) can be calculated numerically by convolving a random,
binary, impulse sequence with pc(t) and then measuring the peak-to-peak amplitude
of the resulting sequence. This method was applied as pc(t) was changed under a
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Figure 5.5: Linearized model of fractional-N modulator with compensation.

range of values for 1/(foTd); Figure 5.6 displays the results of the numerical analysis
under three different values of 1/T . As observed in the figure, the signal swing of
insd(t) is reduced as 1/T is increased. To explain this behavior, note that the nominal
output frequency of the PLL, Foutc , is related to nominal divide value, Nnom , and the
reference frequency, 1/T , as

Foutc = Nnom
1

T
.

Deviations of the divide value about Nnom are effectively multiplied by 1/T before
influencing the PLL output frequency. Therefore, to achieve a given frequency devia-
tion at the PLL output, the divide value deviation is reduced when 1/T is increased.

Calculation of the duty cycle variation of E(t) is a bit more involved, and will be
carried out through determination of the impulse response between the data stream,
inw(t), and the instantaneous phase error, Φ̂e(t). A block diagram of this relationship
is shown in Figure 5.7. The limitation that the duty cycle variation of E(t) be less
than one cycle corresponds to

−π < Φ̂e(t) < π. (5.10)

Determination of the dynamic range requirements at E(t) can therefore be performed
by calculating the signal deviation of Φ̂e(t) and comparing it to the above limits.

Figure 5.8 displays a rearranged version of Figure 5.7 that simplifies the analysis
to follow. Substitution was made for D at low frequencies relative to 1/T :

D = e−j2πfT ≈ 1 − j2πfT, for f � 1/T.
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Figure 5.6: Resulting signal deviation of insd(t) as a function of 1/(foTd) for 1/T
equal to 20, 40, and 80 MHz.
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Figure 5.7: Block diagram of transfer function relationship between inw(t) and
Φ̂e(t).

Also, the sampling operation was moved to the right portion of the block diagram
so that calculations could proceed in a continuous-time framework; we define the
continuous-time version of Φ̂e(t) as Φe(t).




)

�
��
1�5

<�1%5

��1�5)
#
# �

2�
)

G2�%


71%5
%�?


�91�5

<1%5 �1%5

��1�5�1�5

Figure 5.8: Rearranged block diagram of transfer function relationship between
inw(t) and Φ̂e(t).

The impulse response from inw(t) to Φe(t), defined as z(t), will now be computed.
Using the expression for wc(t) given in Equation 5.4 and the fact that C(f)G(f) = 1,
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we obtain the impulse response from inw(t) to y(t) as

wc(t) − w(t) =
1

2πfoQ
w′(t) +

1

(2πfo)2
w′′(t). (5.11)

The overall impulse response is then calculated by recognizing that 1/(j2πf) corre-
sponds to the integration operation, resulting in

z(t) =
2π

NnomT

(
1

2πfoQ
w(t) +

1

(2πfo)2
w′(t)

)
. (5.12)

An analytical form of the above expression can be obtained for w(t) defined in Equa-
tion 5.3 as

z(t) =
1

NnomTfo

(
1

Q

1

1.66foTd

(
t

σ

))
w(t). (5.13)

Calculation of the deviation of Φe(t) was performed numerically by convolving a
random, binary data sequence with the convolution of rect(Td, t) and z(t) under a
range of values of 1/(foTd). The measured deviations were normalized to the con-
straint given in Equation 5.10 and are displayed in Figure 5.9. Since Φ̂e(t) consists of
samples of Φe(t), the deviation of Φ̂e(t) is approximately the same as that calculated
for Φe(t) in Figure 5.9. It is important to note that, unlike the case for N [k], the
deviation of Φe(t) is independent of the value of 1/T .
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Figure 5.9: Percent deviation of Φe(t) versus 1/(foTd). (100 % deviation corresponds
to a peak-to-peak deviation of Φe(t) that is 2π.)
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5.3.3 Achievable Data Rates versus n and 1/T

Calculation of the achievable data rate using compensation is now computed by com-
paring the signal deviations required for different values of 1/(Tdfo) to the dynamic
range available to E(t) and N [k]. This analysis is implementation dependent and
requires a few assumptions to be made.

We will assume the parameter values shown in Table 5.2 for three different values
of 1/T . The choice of tε = 5 ns was made for pedagogical reasons — 5 ns is large
enough to show the effect of tε on the dynamic range of E(t) with increasing 1/T ,
and small enough to allow the 1/T = 80 MHz case. The value of tε in the actual
prototype was not explicitly computed, but is inferred to be on the order of 5 ns since
the maximum data rate it supports (2.85 Mbit/s) is close to the value we calculate
here (3.4 Mbit/s). The offset value for E(t) was chosen as 0% and Nnom was chosen
to maximize the effective divider range for each value of 1/T through appropriate
selection of the carrier frequency. In practice, a range of values for Nnom must be
considered since the carrier frequency varies according to which transmit channel is
selected.

1/T = 20 MHz 1/T = 40 MHz 1/T = 80 MHz

Transient Time, tε 5 ns 5 ns 5 ns
Offset 0 % 0 % 0 %
Nnom 95.5 47.5 23.5

Carrier Frequency 1.91 GHz 1.9 GHz 1.88 GHz

Table 5.2
Parameter values for evaluation of achievable data rates using compensation.

Table 5.3 displays the achievable data rates versus 1/T when n is constrained
to be two; note that the values of ‘Maximum fo’ listed in the table are derived by
inspection of Figure 3.4. Under the assumed conditions, each case was limited in
range by E(t), whose effective range was computed as (T −2tε)/T . The results reveal
that data rate increases very little with high values of 1/T due to the reduction in
dynamic range that occurs at nodes E(t) and N̂(t).

Comparison of Table 5.3 to Figure 4.5, as illustrated in Figure 5.10, demonstrates
that the compensation method allows higher data rates to be achieved for lower values
of n and 1/T . To obtain data rates above 1 Mbit/s, the uncompensated approach
requires G(f) to be at least fourth order or 1/T to be at least 60 MHz. By using
compensation, data rates on the order of 3 Mbit/s can be achieved with n equal to
two and 1/T equal to 20 MHz. Therefore, the approach appears very promising as a
method that achieves high data rates with significant power and complexity savings
over methods that confine the modulation data to the bandwidth of G(f).
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1/T = 20 MHz 1/T = 40 MHz 1/T = 80 MHz

Effective Range of E(t) 80 % 60 % 20 %

Effective Range of N̂(t) 63 31 15
Maximum 1/(foTd) 43 37 22

Maximum fo 80 kHz 130 kHz 223 kHz

Maximum Data Rate 3.4 Mbit/s 4.8 Mbit/s 4.9 Mbit/s

Table 5.3
Achievable data rates with compensation.

<
������"�����
��

<
���������"�����
��

����������	
�
������9��

��
�
��
�
�
�
�
��
�
�
��
�
��
�
9
�
�

-33�8,
���

)��,
���

2��,
���

:��,
���

�
!
!
��
��
�
�

�������"���$����1�4�5

23 -3 ;3 63 )33

2

:

-

.

:�-��,
���

Figure 5.10: Comparison of achievable data rates with and without compensation
vs. PLL order and Σ-∆ sample rate.

5.3.4 Simulated Signals at 3.33 Mbit/s

It is useful to visualize the resulting PLL signals under modulation with the proposed
compensation method. Figure 5.11 displays the results of a C simulation of a modu-
lated, type II, second order PLL with reference frequency equal to 20 MHz, a cutoff
frequency of 84 kHz, and an input data rate of 3.33 Mbit/s; a block diagram of this
system is shown in Chapter 10 as Figure 10.3. The resulting range of divide values,
25, is close to that predicted by Figure 5.6 with 1/(foTd) = 40. A subtle point to this
comparison is the fact that the predicted divide range must be multiplied by the ratio
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fz/fcp as explained in the following chapter, and quantization noise added which is
produced by the second order Σ-∆. In the simulation, fz/fcp = 0.818, and the Σ-∆
quantization noise consumes 4 levels.

Figure 5.12 displays signals from the same simulation but a smaller time scale than
those shown in Figure 5.11. Note that the simulated duty cycle variation is close to
that predicted by Figure 5.9 after it has been scaled by fz/fcp = 0.818. Specifically,
the predicted range is 0.818(67) = 55%; the minimum pulse width is therefore 22.5%.

5.4 ROM Power Savings

Given the fact that compensation has been shown to allow power savings in the PLL
by reducing n and 1/T for high data rates, it is natural to question if an increase in
power is required to perform the digital signal processing (DSP) that implements the
filtering required in this approach. Fortunately, the method potentially decreases the
amount of power required in the DSP section over the noncompensated approach, as
will now be explained.

The complexity and power required in implementing the ROM filtering method
depends on the required storage bits needed in the ROM, and the speed at which those
bits need to be accessed. Using an uncompensated approach, Figure 4.5 shows that
a relatively high value of 1/T is required to achieve high data rates. 1/T corresponds
to the speed at which the ROM must be run, and the ratio of 1/T to the data rate,
1/Td, corresponds to the number of samples must be stored in the ROM. Therefore,
high values of 1/T with relation to 1/Td, lead to high levels of power usage in the
ROM.

By using compensation, 1/T is lowered in an absolute manner and relative to the
data rate, 1/Td. The compensated FIR filter, pc(t), will be very close in length to its
uncompensated counterpart. Therefore, provided that the number of bits per sample
required in the ROM does not increase substantially with compensation, this method
will yield power savings in the ROM implementation over the noncompensated ap-
proach.

5.5 Summary

This chapter presented a compensation approach that allows the data bandwidth
to greatly exceed that of the PLL. It was shown that the cost of this method is
an increased dynamic range requirement on the divider and PFD components. The
required range was quantified for each of these components, and is was shown that the
PFD presents the bottleneck to achieving high data rates. Assuming a well designed
charge pump, the maximum data rate was determined to be on the order of 3.3
Mbit/s.
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Figure 5.11: Simulated signals within PLL at 3.33 Mbit/s data rate when using
compensation: (a) divider input deviation, (b) VCO input, (c) VCO input after
being filtered with a 7 MHz Hamming filter.
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Figure 5.12: Simulated signals within PLL at 3.33 Mbit/s data rate when using
compensation (reduced time scale): (a) divider input deviation, (b) PFD output, (c)
VCO input, (d) VCO input after being filtered with a 7 MHz Hamming filter.



Chapter 6

The Influence of Mismatch

Analysis thus far has assumed ideal, second order PLL dynamics and a perfect match
between G(f) and the inverse of C(f). In practice, G(f) will contain parasitic poles
and zeros and will be sensitive to process and temperature variations, so that the ideal
response can not be achieved. The effect of these nonidealities on the modulated signal
will be the focus of this section.

The analysis to follow will make use of the root locus technique to examine closed
loop behavior in the PLL. When using this method, it will be convenient to work in
the complex S-plane by substituting s = j2πf in the PLL model. Figure 6.1 displays
the resulting PLL block diagram, where, for clarity, extraneous signals have been
removed using the principle of superposition.
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Figure 6.1: Laplace domain PLL model with extraneous signals removed.

6.1 The Choice of Loop Filter

In striving for high dynamic range, the achievement of low offset at E(t) is com-
plicated by the fact that the carrier frequency will often change according to which
communication channel is selected. E(t) must steer the nominal value of Vin(t), the
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input to the VCO, such that the desired carrier frequency is obtained. Therefore, to
maintain the nominal duty cycle of E(t) at 50%, either an external signal must be
supplied to accommodate the changing DC levels of Vin(t), or high DC gain must be
placed between E(t) and Vin(t). In the interest of minimizing power consumption,
the latter choice seems appropriate.

A high DC gain between E(t) and Vin(t) can be achieved by placing an integrator
in the loop filter, H(s). Since the VCO also acts as an integrator, the PLL becomes
a type II feedback system [64]. A zero is required in such systems to achieve stability,
and an extra pole included to achieve second order rolloff in G(f) at high frequencies.
Therefore, the loop filter takes on the transfer function

H(s) = Kl
1 + s/(2πfz)

s(1 + s/(2πfp))
, (6.1)

where fz < fp to allow stability to be achieved.

6.2 Resulting Closed Loop Behavior

The root locus method is a convenient analysis tool for studying the influence of the
loop filter on the closed loop behavior of the PLL. This approach generates the ‘locus’
of closed loop pole locations resulting from an open loop transfer function as its gain
is varied. For the analysis to follow, the closed loop zeros correspond to the open
loop zeros and are included on the root locus diagram.

To compute the locus of PLL poles, its open loop transfer function is obtained
with the aid of Figure 6.1 and Equation 6.1 as

2KvKl

Nnom

(
1 + s/(2πfz)

s2(1 + s/(2πfp))

)
.

The left term in the above expression, 2KvKl/Nnom , is defined to be the open loop
gain. The loop filter pole and zero are chosen as

fp ≈
√

2fo, fz = fp/11 (6.2)

for reasons described below.
The resulting root locus is shown in Figure 6.2, which reveals that the closed loop

system has three poles and one zero. By proper choice of the loop gain, the poles
consist of a complex-conjugate pair with magnitude fo, and a real-valued pole, fcp .
Setting Q = 0.707 leads to equal real and imaginary parts for the complex pole pair,
where the real part is approximately equal to half of fp, so that fp =

√
2fo. By

choosing fz � fp, the zero location has only a small effect on the position of the
complex poles.
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Figure 6.2: Root locus of PLL transfer function.

The pole/zero information provided by the root locus can be used to construct
the Fourier domain expression of the closed loop dynamics as

G(f) =
1 + jf/fz

1 + jf/fcp


 1

1 + jf
foQ

+
(

jf
fo

)2 .


 (6.3)

The DC gain of the above expression is verified to be correct by observing G(f) −→ 1
as f −→ 0. The closed loop PLL dynamics therefore include a parasitic pole/zero
pair, fcp and fz, in which fz is slightly smaller than fcp , and both fz and fcp are
much less than fo.

6.3 Effect on Compensation

Ideally, C(f) should be set equal to the inverse of G(f). However, inclusion of the par-
asitic pole/zero pair found in Equation 6.3 will greatly complicate the implementation
of this filter. An IIR implementation of C(f) would require recursive computation,
so that multipliers and adders would be needed in addition to a ROM to perform the
necessary filtering. An FIR approximation of the parasitic response allows a ROM
only solution. However, the ROM resulting from this approach would be orders of
magnitude larger than if the parasitic pole/zero pair were ignored since fcp � fo.
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In light of the goal to achieve low power consumption, the additional complexity
required in each of the above approaches is highly undesirable.

A better approach is to simply allow a mismatch between C(f) and the inverse of
G(f) by ignoring the parasitic pole/zero pair when forming the compensation filter,
so that

C(f) = 1 +
jf

foQ
+

(
jf

fo

)2

as formerly assumed. This choice leads to an overall transfer function that is influ-
enced by the parasitic pole/zero pair and, therefore, no longer ideal:

T (f) = W (f)C(f)G(f) =
1 + jf/fz

1 + jf/fcp

W (f). (6.4)

Fortunately, the impact of the undesired dynamics in Equation 6.4 is greatly
reduced by two factors. First, the influence of fcp is significantly reduced by its
proximity to fz. Second, the use of compensation allows the data modulation to be
set high such that much of its energy resides in frequencies much higher than the
location of the parasitic pole/zero pair. To explain these points, Equation 6.4 is
rewritten as

T (f) =
fcp

fz

W (f) +
1 − fcp/fz

1 + jf/fcp

W (f). (6.5)

To aid intuition, Figure 6.3 depicts the above relationship in both time and frequency
domains. The time domain picture reveals that the parasitic pole produces an unde-
sired ‘tail’ response of long duration that is excited by incoming data. A tail response
excited by one data symbol affects future symbols, causing intersymbol interference
(ISI) to occur. The frequency domain illustration reveals that the resulting ISI is
excited by energy content in the data signal residing at frequencies within the band-
width of a lowpass filter formed by the parasitic pole. Therefore, the relative influence
of the ISI on the data is reduced as the ratio of B to fcp is increased. The ISI influ-
ence is also lowered according to the proximity of fcp to fz since the magnitude of
the lowpass is equal to 1 − fcp/fz. If the ISI is sufficiently small such that it can be
ignored, the resulting transmit filter is approximated as

T (f) =
fcp

fz

W (f), (6.6)

which reveals that a gain error occurs that is also reduced according the proximity of
fcp to fz.

Equation 6.6 expresses the fact that the parasitic pole/zero pair in Equation 6.3
scales the effective gain of G(f) by the factor fcp/fz. This gain change must be
considered when designing W (f) and when evaluating the noise performance of the
transmitter. Specifically, w(t) should be set to

w(t) =

(
fz

fcp

)
T

4

1√
2πσ

e−
1
2(

t
σ )

2

, σ =
.833 Td

π
. (6.7)
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Figure 6.3: Intersymbol interference due to parasitic pole/zero.

rather than the expression in Equation 5.3. As for noise performance, the gain change
of G(f) mildly affects the derivation in Chapter 3 of the parameter space fo, 1/T ,
and n that achieves SΦtn,q (f) = -136 dBc/Hz at f = 5 MHz. Specifically, SΦtn,q (f)
must be multiplied by |fcp/fz|2, which leads to a slightly higher noise level than -136
dBc/Hz at the computed parameter values. The increase in noise will be quantified
in Chapter 10 for the parameters values chosen for the prototype.

6.4 Additional Sources of Mismatch

In practice, G(f) will be affected by process and temperature variations that create
further mismatch between it and the inverse of C(f). The location of its complex
pole pair is most sensitive to two PLL system parameters — the open loop gain,
2KvKl/Nnom , and the loop filter pole, fp. Figure 6.4 illustrates the effect of variations
in these parameters on the closed loop poles. Changes in fp shift the complex poles
horizontally, and changes in open loop gain shift them vertically.

The consequences of mismatch between G(f) and 1/C(f) are similar to those just
discussed for type II implementation of the PLL. Essentially, parasitic pole/zero pairs
are added to the transmit filter response, which cause intersymbol interference and
modulation deviation error. These undesired parasitics will be located close to fo,
which is at a much higher frequency than occupied by the pole/zero pair, fcp and fz.
To mitigate the influence of ISI, it is desirable to set the ratio B/fo to be large. In
addition, some method must be used to achieve reasonable accuracy of fp and the
open loop gain despite temperature and process variations.

6.5 Minimization of Mismatch

In seeking a means of controlling fp and open loop gain, it is important to first
observe the factors that influence them. The open loop gain is determined by several
PLL components, as evidenced by its formulation as 2KvKl/Nnom . However, fp is
influenced only by the setting of an RC time constant within the loop filter. Given
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Figure 6.4: Root locus of PLL transfer function.

these facts, a strategy is now presented.
It is well known that accurate RC time constants can be realized through the

use of switched-capacitor techniques [65]. Figure 6.5 illustrates the application of
this method to produce a parallel RC combination that can be placed at the output
of the charge pump. The time constant formed is completely controlled by a ratio
of capacitors and a clock frequency which can both be accurately set in modern
integrated circuits.

Φ 1

Φ 2C1 C2 C1

Ts

Ts
C2

Figure 6.5: Accurate setting of fp using a switched capacitor technique

A method for correctly adjusting the gain parameter was not pursued as part
of this thesis work, and is a subject of future research. If this architecture were
applied to the DECT standard, the tolerance required on this parameter would be
±10%. It is believed that similar tuning techniques to those used with continuous-
time filters [48] could be used to achieve this accuracy. Another possibility is to place
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additional complexity in the receiver, and have it tune the transmitter based on its
received waveforms. A final option is to use a ROM to store factory calibrated gains
for different carrier frequency settings. (The VCO gain changes with its nominal
frequency setting.) Success of this approach depends on having a VCO whose gain
does not vary by more than ±10% over the lifetime of the product.

6.6 Summary

This chapter discussed the impact of mismatch between the PLL dynamics, G(f),
and compensation filter, C(f). The primary effects of such mismatch were shown to
be ISI and modulation deviation error. Minimization of the mismatch is achieved by
using a switched capacitor network to set fp, and setting the open loop gain through
appropriate means.
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Chapter 7

Divider

We now describe the multi-modulus divider architecture used in the prototype. The
topology supports a large, contiguous-range of divide values with speed and power
performance comparable to the popular dual-modulus architecture.

We begin by providing an architectural overview of the divider. The basic opera-
tion of the divider is explained, along with a phase shifting technique that minimizes
the number of components operating at high frequencies. The circuit implementation
of the divider is then discussed in detail.

7.1 Architectural Approach

To achieve a low power design, it is desirable to use an asynchronous divider structure
to minimize the amount of circuitry operating at high frequencies. The dual-modulus
approach achieves such a structure, and has been successfully used in many high
speed, low power designs [45, 51–53, 66]. (A specific example is a 1.5 GHz 64/65,
128/129 bipolar design from Motorola that consumes less than 2 mW [66].)

The multi-modulus divider presented in this chapter is an extension of the popular
dual-modulus topology; the ripple counter contained in the dual-modulus design is
replaced with cascaded divide-by-2/3 sections [50]. The design achieves further power
reduction by applying a phase shifting technique [53] to the first stage of the divider.

This section provides further details of the multi-modulus divider architecture used
in the prototype. We begin with a general description of the dual-modulus approach,
and then explain the extension of this method to multi-modulus structures. Finally,
architectural details are provided of the divide-by-2/3 sections used in the divider
design. In particular, the merits are described of using the phase shifting, as opposed
to the common ‘gated approach’, technique for pulse swallowing.
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7.1.1 The Dual-Modulus Divider

A dual modulus N/M divider, or prescaler, performs frequency division to produce an
output with a cycle time that equals either N or M cycles of its input. Most modern
designs of this component have an architecture that consists of a ‘pulse swallowing’
state machine at the input followed by an asynchronous ripple counter [45, 51–53].
The advantage of this topology is that only a small section of the overall divider (i.e.,
the pulse swallowing state machine) operates at the high frequency of the input; the
stages that follow operate at progressively lower frequencies.

Figure 7.1 illustrates a dual-modulus 8/9 prescaler as an example of this approach.
The structure consists of a divide-by-2/3 state machine followed by an asynchronous
divide-by-4 section. The core of the 2/3 state machine is a divide-by-2 circuit that
‘swallows’ an input cycle when a binary control signal, CON , is asserted. The number
of input cycles swallowed per output cycle is limited to be either zero or one by the
control qualifier block. As illustrated by the figure, the 8/9 prescaler produces an
output consisting of 9 input cycles when CON is set to 1 in the previous output
cycle. When CON is set to 0, the input cycle is not swallowed so that the output
consists of 8 input cycles.
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Figure 7.1: An 8/9 dual modulus divider.

Qualification of the control signal is typically performed by gating its value to the
2/3 state machine core when the output of each divider section is zero. As illustrated
in Figure 7.1, CON ∗ becomes asserted only when CON is asserted and the nodes A,
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B, and OUT are all zero. This gating technique has the advantage of being relatively
insensitive to the delays in A, B and OUT that result from the asynchronous nature
of the divider. Inspection of the figure reveals that the time window of the all-zero
state of A, B, and OUT is unaffected if B and OUT are slightly delayed since these
signals transition to the low state well before A.

7.1.2 A Multi-Modulus Divider Architecture

The dual-modulus approach can be extended to realize multi-modulus prescalers that
are capable of frequency division over a large, contiguous range. To do so, the asyn-
chronous divide-by-2 sections of the dual modulus divider are replaced with divide-
by-2/3 state machines [50]. The design increases the range of divide values to include
all integers between 2k and 2k+1−1, where k is the number of divide stages within the
prescaler. By maintaining an asynchronous counting method, the speed and power
dissipation remains comparable to the dual modulus approach.

Figure 7.2 illustrates the approach for an 8 modulus prescaler that supports all
integer divide values between 8 and 15. Composed of three cascaded divide-by-2/3
blocks, three binary control bits are used to swallow cycles at progressively lower
frequencies. As in the dual-modulus case, qualifying logic embedded within each
divide-by-2/3 section is used to limit each stage to one cycle skip per period of OUT .

To explain its operation, the figure shows the case in which all 3 of the control
signals are asserted so that a divide value of 15 is produced. Generalizing, we see
that one, two, or four input cycles are swallowed when CON 0, CON 1, or CON 2

are asserted, respectively. Therefore, the number of swallowed input cycles is binary
weighted according to the variable CON , which is defined as

CON = {CON 2CON 1CON 0}.

Through appropriate setting of this variable, any integer number of input cycles
between 0 and 7 may be swallowed. As an example, selection of CON = {101} leads
to 5 input cycles being swallowed, and CON = {011} leads to 3 input cycles being
swallowed. Since the swallowed cycles add to the base division value of the structure,
the total number of input cycles per output cycle is computed in this example as
8 + CON 22

2 + CON 12
1 + CON 02

0.

7.1.3 Divide-by-2/3 Architecture

The divide-by-2/3 structures form the basic building blocks of the multi-modulus
divider used in the prototype. These structures may be implemented by augmenting
a divide-by-2 circuit with gating or multiplexing logic [53]. This section will outline
the advantages of the multiplexing method over the gating method in achieving high
speed performance with low power consumption.
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Figure 7.2: An 8 modulus divider.

Figure 7.3 illustrates an efficient divide-by-2 structure known as the Johnson
counter [52]. The structure consists of two level-triggered latches that are cascaded
within a negative feedback loop. Maximum operating speed of this structure is de-
termined by the propagation delay of the input of each latch to its respective output
when the latch is made transparent by the clock. Specifically, the input period, TIN ,
must satisfy the relation:

TIN

2
− Ts > delay1 = delay2,

where Ts is defined as the setup time of each latch.
To create a divide-by-2/3 circuit, a common approach is to augment the Johnson

counter to swallow cycles by gating the feedback signal into one of its latches. Fig-
ure 7.4 provides an example of the gating approach where the setting of CON ∗ equal
to zero leads to the swallowing of a pulse.

A generalized view of this approach is illustrated in Figure 7.5, which lumps the
combinational and memory logic required for gating into the Gating Logic block.
The function of this block is to extend the assertion of signal A by one input cycle
whenever the control signal is asserted. Since A is propagated to the output, this
leads to the swallowing of an input cycle.

A few points are in order

1. Proper timing of signal A is typically achieved with latches that are clocked syn-
chronously with the Johnson counter latches, leading to a significant increase
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Figure 7.3: A divide-by-2 circuit implemented as a Johnson counter.
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Figure 7.4: Example of divide-by-2/3 implementation using gating logic.

in the number of components operating at the high input frequency over the
divide-by-2 structure. This leads to high load capacitance on the high speed
input, which requires a larger buffer from the VCO, thus increasing power dis-
sipation.

2. The maximum operating speed of the divide-by-2/3 structure is less than the
basic divide-by-2 topology since the gating logic adds to the propagation delay
from the output of latch 2 to the input of latch 1. Referring to Figure 7.5, the
input period must satisfy the relation:

TIN

2
− Ts > delay2 + delay3,

which is longer than that of the divide-by-2 circuit.
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Figure 7.5: A divide-by-2/3 core circuit implemented by gating the feedback in a
Johnson counter.

An alternative method of realizing the divide-by-2/3 structure is to multiplex the
output of the divide-by-2 circuit. Figure 7.6 illustrates this approach. In this case,
the control signal selects either ΦA or ΦB from the Johnson counter to produce the
output signal. Cycles can then be swallowed by properly shifting from one phase to
the other, i.e. ΦA to ΦB and vice-versa.

This technique has the following advantages over the gated approach:

1. The operating speed of the structure can be set as high as the divide-by-2 circuit
allows since it is not impeded by extra delays

2. The MUX circuitry operates at half the input frequency

3. The capacitive load presented to the input is the same as that of the divide-by-2
structure.

It should be noted that the multiplexed structure requires care in its design to assure
that the two phases of its differential input, ΦA and ΦB, are close to 180 degrees apart.
Otherwise, jitter will occur in the transition times of OUT as it switches between ΦA

and ΦB. (The time between transitions of OUT will not be a multiple of the input
period, TIN , if ΦA and ΦB are not 180 degrees apart.)

The operating frequency of the MUX circuitry can be further reduced by applying
the phase shifting principle to a divide-by-2 circuit with a 4 phase output. Figure 7.7
illustrates that this type of divider can be cascaded with a standard divide-by-2
structure to produce a divide-by-4/5 circuit. Explaining, one of four phases from
the 4 phase divider is directed to the output at any given time, and input cycles are
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Figure 7.6: A divide-by-2/3 core circuit implemented by multiplexing the divided
output of a Johnson counter.

swallowed by shifting the output from one phase to another. The figure illustrates a
shift from Φ1 to Φ2 to swallow one input cycle.
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Figure 7.7: A divide-by-4/5 structure implemented by multiplexing a 4 phase divide-
by-2 circuit.
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The concept illustrated in Figure 7.7 is very useful for implementation of the first
divider stage within a dual or multi-modulus divider. Since the operating frequency
is reduced at later stages, the first stage presents the strongest challenge in terms
of realizing the required speed while maintaining low power consumption. However,
to use the divide-by-4/5 stage within a multi-modulus divider, consideration must
be given to the fact that its nominal division value is twice that of a divide-by-2/3
structure. A divide structure cascaded after the divide-by-4/5 circuit therefore has
half the cycle swallowing resolution than needed to realize a contiguous range of divide
values.

Figure 7.8 illustrates the divide-by-4/5/6/7 topology used in the prototype. By
following the divide-by-4/5 circuit with at least two divide-by-2/3 sections, the prob-
lem of decreased cycle resolution is solved by allowing the divide-by-4/5 circuit to
swallow more than one input cycle during one cycle of OUT . Division by 4/5/6/7 is
accomplished by designing the divide-by-4/5 circuit such that it swallows 0 to 3 input
cycles during each cycle of OUT ; the figure shows the case for which the first stage
accomplishes a divide-by-7 operation by swallowing 3 input cycles. The overall divide
range of the topology in Figure 7.8 is 16 through 31, which is the same as would be
achieved by cascading four divide-by-2/3 sections.
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Figure 7.8: Timing diagram of a divide-by-4/5 structure performing a divide-by-7
operation by swallowing 3 input cycles per OUT period.
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7.2 Implementation

Figure 7.9 displays the architecture of the 64 modulus divider used in the proto-
type. The structure has a contiguous divide range of 32 through 63.5 in half steps
of its input, IN /2. The divide-by-2/2.5/3/3.5 circuit is implemented using a similar
structure to that illustrated in Figure 7.7, with the initial divide-by-2 removed. The
inclusion of an external divide-by-2 circuit in front of the divider yields integer divide
increments ranging from 64 to 127.
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Figure 7.9: A 64 modulus divider architecture.

The circuits to be presented were designed with the priority of achieving a ro-
bust design rather than the lowest possible power consumption. Despite this fact,
the presented multi-modulus design achieves power dissipation performance that is
comparable to dual-modulus divider topologies that have been implemented by other
researchers in similar CMOS processes [53].

To achieve a robust design, the overall strategy that guided the choice of the
following circuits was to strive for the highest speed possible. To do so, the stack-
ing of devices was avoided in all critical paths, especially the relatively slow PMOS
transistors. In addition, the number of cascaded gates was kept to a minimum.

7.2.1 Divide-by-2/2.5/3/3.5 Core Design

Figure 7.10 displays the overall architecture of the divide-by-2/2.5/3/3.5 design. Pri-
ority was given to the achievement of high speed operation in the shown blocks since
their front end was required to run at speeds approaching 1 GHz.

Four-Phase Divide-by-2 Topology and Input AMP

Figure 7.11 displays a high speed, four-phase, divide-by-2 topology from [67] that is
well suited for high speed operation in a CMOS process. The structure is essentially



104 CHAPTER 7. DIVIDER

	��&�
'

	��&�
 

	��&�
(

	��&�
�

%#�)

%#�'

%�* %�*

���	��	���%+
	+�+����%�,

%#�)

%#�'

	��J�) 	��J�2 	��J�: 	��J�-

#!+

#!+

�'

� 

�(

��

�����'��!"
�����	�

���������� 
�'

� 

�(

��

�#

�#
���

@

@

@

@

Figure 7.10: Divide-by-2/2.5/3/3.5 architecture.

a Johnson counter that achieves high speed by avoiding the stacking of NMOS or
PMOS transistors. The latch operates by using PMOS devices to drive current into its
output nodes according to a clock signal, and NMOS devices to selectively discharge
the nodes according to signals supplied by the other latch.

Describing its operation, the latch is made non-transparent, meaning that its
output nodes have no effect on the other latch, during the time its PMOS devices are
turned off by the IN /2 signal. In this state, the input signals coming from the other
latch are able to discharge their respective nodes without the change immediately
propagating back to itself. The speed of the discharge is aided by the fact that the
input NMOS devices do not need to ‘fight’ PMOS current, since the PMOS devices
are turned off. When IN /2 turns the latch’s PMOS devices back on, the resulting
current is hampered from charging up one of the nodes by the input NMOS device
that is turned on. The two latch nodes are then forced to complementary voltage
levels by the positive feedback action that occurs from the cross-coupled NMOS pair.
The node with a high voltage level acts to discharge a node in the other latch, and
the process continues to produce the Johnson counter action.

The input signals IN /2 and IN /2 are supplied from an off-chip divide-by-2 prescaler
having an ECL compatible signal swing (i.e., 300 to 600 mV peak-to-peak). However,
the divide-by-2 topology in Figure 7.11 requires input signals at CMOS levels (i.e.,
close to the supply rails). The amplifier circuit shown in Figure 7.12 was used at each
of the 4-phase divider’s inputs to supply the necessary amplification.

Briefly describing its operation, the amplifier is essentially a CMOS inverter that
has resistive feedback to its input to provide biasing. Transistors M1 and M2 form
the inverter, and M3 and M4 are weaker devices that equalize the inverter input and
output in the absence of an input signal. The external input signal is AC coupled to
the amplifier using an on-chip poly-poly capacitor, C1, that is set to roughly ten times
the value of the total parasitic capacitance at the inverter’s input. Proper sizing of
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Figure 7.11: A four-phase divide-by-2 circuit.
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Figure 7.12: High speed ECL to CMOS amplifier.

M3 and M4 allows the resulting RC combination formed by M3, M4, and C1 to be
made sufficiently large to pass a 900 MHz signal with little attenuation.

The advantages offered by the inverter based amplifier in Figure 7.12 are its sim-
plicity and the large swing it affords. Simplicity in the design helps to reduce power
dissipation, and is achieved by using a single stage design that has no additional bi-
asing circuitry. The large swing is the consequence of modulating both the NMOS
and PMOS currents. This approach should be compared to class A designs which
feed a constant-current into the drain of an NMOS device whose gate forms the am-
plifier input. The class A structure is impeded from achieving a high output voltage
swing due to the fact that the NMOS device enters the triode region at low points in
the swing; the finite resistance of the NMOS device in triode region is turned into a
non-negligible voltage by the constant current feeding into it. By using the inverter
based design, the PMOS current is lowered while the NMOS device is in the triode
region. The resulting voltage is lower, thereby yielding a higher swing.
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Four to One Multiplexer Topology

The multiplexer design, shown in Figure 7.13, uses gated, pseudo-NMOS buffers to
achieve high speed switching between phases. The pseudo-NMOS technique achieves
higher speed than attained with CMOS circuits due to the reduced input capacitance
at each gate. (The inputs to pseudo-NMOS gates consist only of NMOS devices,
whereas the inputs of CMOS gates consist of both NMOS and PMOS devices.) The
use of the pseudo-NMOS technique leads to the consumption of static power. How-
ever, the operating frequency of the multiplexer is roughly 1 GHz in this application,
which leads to a dynamic power consumption (caused by charging and discharging
the input capacitance of each gate) that is on the same order as the static power
consumption. Since the input capacitance of each pseudo-NMOS gate is roughly half
that of its CMOS counterpart, the combined static and dynamic power in the pseudo-
NMOS gates should be roughly equal to the dynamic power that would occur in a
CMOS implementation.
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Figure 7.13: Multiplexer topology.

Briefly explaining the operation of the multiplexer, a given phase is gated to the
input of a 4-input NOR gate by turning on the PMOS device with its corresponding
SEL Φ signal. For instance, when SEL Φ1 is set high, a buffered version of Φ1 is
passed on to OUT and blocked from reaching OUT .

An advantage of the shown topology is that it provides inverting and noninverting
paths to the output that are closely matched in their timing. This property allows
the adjoining divide-by-2/3 section to achieve low jitter as it switches between phases
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OUT 1 and OUT 1. In addition, the low skew between the output signals allows their
use as a two phase clock for the phase select state machine.

Phase Select State Machine

A state machine is required for control of the select signals on the multiplexer to
achieve proper switching between phases when swallowing input cycles. To describe
the implementation of this circuit, we first discuss an approach of controlling the order
and timing of phase transitions to prevent glitches from occurring in the output. A
method of selectively stopping on specific phases is then discussed which provides a
means of controlling the number of pulses swallowed during each cycle of the overall
divider output.

Figure 7.14 illustrates the timing strategy used to transition between phases. The
diagram shows the case in which input cycles are swallowed during three consecutive
OUT cycles. As illustrated, the phase transitions are performed as a two step process
that is triggered by rising edges of OUT and OUT . The operation avoids glitches by
switching in a phase that is not active during the time that the switching takes place.
Referring to the figure, a transition from Φ1 and Φ2 to Φ2 and Φ3 being directed
to OUT is accomplished by switching in Φ3 on the rising edge of OUT when Φ1 is
active, and switching out Φ1 on the rising edge of OUT when Φ4 is active.
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Figure 7.14: Multiplexer control strategy to realize glitch-free phase switching.

The above timing strategy is described in the form of a state transition diagram
in Figure 7.15. For convenience, the switch settings are now placed in circular con-
figuration with order indicated by the shown key. The states are separated into two
groups — half of the states are labeled with state numbers and the other half are not.
The former group represents the core switch configurations that are switched between
to achieve cycle swallowing. The latter group is composed of transition states that
allow switching between core states in a glitch-free manner.
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Figure 7.15: State transition diagram to achieve phase switching control strategy.

Figure 7.16 reveals that the desired state transition diagram can be realized in a
simple manner by chaining together two registers in a negative feedback configuration.
The structure is essentially a divide-by-4 counter whose various phases are tapped
off to form the required MUX selection signals. However, registers are required that
have the unconventional characteristic of setting both Q and Q high during certain
falling transitions of OUT .
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Figure 7.16: An efficient implementation of the phase switching state diagram.

The realization of a register with the required behavior can be obtaining by us-
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ing latches with the topology shown in Figure 7.17. Referring to this structure as a
PMOS-coupled (PC) latch, its operation is described in the timing diagram shown
within the figure. A given latch node, Q, is set high by bringing D low while CLK
is set low. Assuming that Q was already high, this leads to both nodes being high
during the time that CLK remains low. On the rising edge of the CLK , the un-
derlying NMOS cross-coupled pair begins to reduce the voltage across both latch
nodes. Assuming that D is still low and D high, node Q falls in voltage faster than
Q. The positive-feedback action of the cross-coupled NMOS devices amplifies the
resulting difference in node voltages to produce complementary outputs. The cross-
coupled PMOS devices aid the positive feedback action, and allow the latch to retain
a complementary output during times that D and D are both set high.
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Figure 7.17: Proposed PMOS-coupled latch design.

Aside from realizing the behavior needed to implement the state diagram in Fig-
ure 7.16, the PMOS-coupled latch has the advantage of being a fast structure. The
stacking of PMOS devices is avoided, and transitions on the output are accomplished
without ‘fighting’ the cross-coupled NMOS and PMOS pairs.

The state diagram in Figure 7.15 fails to include a mechanism for stopping on
specified phases to control the number of cycles that are swallowed in a given time
frame. A stopping mechanism is included in Figure 7.18, and is accomplished by
‘blocking’ the transition of selection signals, SEL Φi, to high levels.

The selective blocking action is accomplished through a slight modification of the
PC registers shown in Figure 7.17. As illustrated in Figure 7.19, the outputs of the
register are selectively blocked from going high by preventing the outputs of the first
latch in the register from going low. The placement of NMOS transistors in the first
latch accomplishes this behavior, as verified by the truth table shown in the figure.
Note that the stacking of PMOS devices is still avoided.

The complete state machine implementation is shown in Figure 7.20. As shown,
a simple and high speed topology is achieved by simply modifying the divide-by-4
structure to include selective blocking behavior. The included truth table reveals
that the setting of the control variables, {CON 1CON 0}, equals the state stopped on.
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Figure 7.18: Complete state diagram to realize appropriate transitions between and
selective stopping on divider phases.
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Figure 7.19: Selective-blocking (SB) register using PMOS-coupled (PC) latches.

7.2.2 Divide-by-2/3 Core Design

Figure 7.21 shows a divide-by-2/3 topology that is a modified version of the divide-
by-2/2.5/3/3.5 structure discussed above. High speed is attained by using the same
4-Phase Divide-by-2 structure, and a similar multiplexer style. The fast circuit speed



7.2. IMPLEMENTATION 111

��!J�)��!J�2 ��!J�:��!J�-

 >


 >


� #)

� #3

�?����$�7��
�$�2

	 /

/

��*

	

?/ ?/

��*

?/ ?/

 >


 >


� #)

� #3

�?����$�7��
�$�)

	 /

/

��*

	

?/ ?/

��*

?/ ?/

� #) � #3

��!J�) ) ��!J�: 31 5

?/ ?/?/?/$���
����?���*
������
��

3 3

)

) )

) 3

3

��!J�2 ) ��!J�- 31 5

��!J�: ) ��!J�) 31 5

��!J�- ) ��!J�2 31 5

)3

)

3)

33

)

33

)

))

)3

3

3 3

)

) )

) 3

3

���"
�����

$�7�2$�7�)

@

@

@

@

@ @

Figure 7.20: Complete state machine implementation to control phase transitions.

is needed in the first divide-by-2/3 section in order to satisfy the delay requirements
imposed by the control qualification circuitry of the preceding divide-by-2/2.5/3/3.5
section. The speed requirements are greatly reduced for following stages, but the
same structure is used for simplicity in design.
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Figure 7.21: Divide-by-2/3 core design.
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Multiplexer Design

Figure 7.22 shows the multiplexer design for the divide-by-2/3 stages. The four phases
from the divide-by-2 circuit are combined with an OR operation to produce two
complementary phases, ΦA and ΦB. These phases are gated to the output signals,
OUT and OUT , using PMOS devices that are controlled by four different control
signals as shown in the figure. It is important to observe that the default state of a
given output is high when neither phase is gated to it.
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Figure 7.22: Multiplexer for divide-by-2/3 core.

Divide-by-2/3 State Machine

The phase transition sequence illustrated in Figure 7.23 accomplishes cycle swallowing
through phase transitions in a glitch free manner. The state of each of the four control
signals is shown during the swallowing of two pulses, and are separated by dashed
lines into phases sent to OUT and phases sent to OUT . Darkened bubbles imply that
a particular phase is sent to the respective output, and blank bubbles imply that the
phase is blocked from going to the output. As shown, there are points where neither
phase is sent to their respective output, which leads to the output going to a high
level during that time.

A state transition diagram that achieves the desired phase transition behavior is
shown in Figure 7.24. Core states are again labeled with state numbers, and are
connected with transition states that allow glitch-free transitioning between phases.
Selective stopping on state 0 or 1 is achieved through the setting of the control
variable, CON .

Implementation of the state transition diagram is accomplished with three cas-
caded PC latches as shown in Figure 7.25. The operation of the state machine is
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Figure 7.23: Divide-by-2/3 phase transition timing.
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Figure 7.24: Divide-by-2/3 state transition diagram.

described by the timing diagram included in the figure.

7.2.3 Control Qualification Circuits

Figure 7.26 shows the control qualification circuit and timing diagram for the divide-
by-2/2.5/3/3.5 block. The illustrated topology gates the control signals, which are
brought in as complementary pairs, to the state machine inputs when each of the
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Figure 7.25: Divide-by-2/3 state machine implementation.

following divide-by-2/3 output stages have low outputs. High speed is achieved by
using gating logic similar to that in the multiplexer circuits, and the high speed latch
used in the divide-by-2 circuit. Note that two identical sections are used to gate
CON 0 and CON 1, the circuit for CON 1 not being shown.

Control qualification for the divide-by-2/3 sections is also accomplished by gating
the control signals when each of the following divide-by-2/3 outputs is low. The
circuit used in the first section following the divide-by-2/2.5/3/3.5 block is shown in
Figure 7.27.

7.2.4 Mapping Logic

The mapping of desired division values to their respective control signals is shown
for the divide-by-2/2.5/3/3.5 structure in Figure 7.28. As revealed by the example
shown in Figure 7.28(A), the number of swallowed pulses within one overall divide
cycle is set by incrementing the current stopping state by the required division value.
A circuit that accomplishes the required operation is shown in Figure 7.28(B).

The mapping logic for the divide-by-2/3 sections is very simple to implement since
the swallowing of a pulse is accomplished by simply complementing the control signal.
Figure 7.29 reveals that the required circuitry is implemented as a registered XOR
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Figure 7.26: Qualification circuit and timing for divide-by-2/2.5/3/3.5 section.
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Figure 7.27: Qualification circuit and timing for divide-by-2/3 sections.

gate.

7.3 Summary

This chapter presented architectural and implementation details of the 64 modulus
divider used in the prototype system. The design uses an extended version of the
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Figure 7.29: Mapping logic from divide value to control signal for divide-by-2/3
section.

dual-modulus structure to realize a contiguous range of divide values that span from
32 to 63.5 in half cycle increments. A phase shifting technique allows a minimal
number of components to operate at high frequencies — the first two stages in the
divider are divide-by-2 circuits as opposed to state machines. An initial divide-by-2
stage is placed off-chip in the prototype, which lowers the frequency coming into the
IC and changes the divide range to 64 through 127 in integer increments.



Chapter 8

Digital Data Path

This chapter describes the digital data path of the transmitter, which is composed
of the blocks shown in Figure 8.1. A brief description of the operations performed in
this pathway is now given. First, the binary data is convolved with the compensated
transmit filter using a ROM and then added to a constant digital word corresponding
to the nominal divide value, Nnom ; Figure 8.2 displays the bit alignment between
these signals. The value of Nnom sets the carrier frequency by virtue of the fact that
Foutc = NnomFref . A Σ-∆ modulator then quantizes the resulting 16-bit sequence into
a 6-bit sequence which is fed into the input of the divider.
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Figure 8.1: Digital data path to divider input.

To achieve the goal of low power, a pipelining technique discussed in [54, 55] is
applied to the Σ-∆ modulator and adder in Figure 8.1. This approach allows the
required throughput rate to be achieved with lower circuit speed, thus permitting
reduction of power supply voltage. The cost of pipelining is an increase in the circuit
area, and capacitance that must be switched during use. However, low power dissi-
pation is achieved with supply scaling despite the increased capacitance, as discussed
in [68].
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Figure 8.2: Bit alignment between modulation signal and Nnom when added to form
IN sd [k].

We begin by reviewing the basic topology and properties of the second order,
MASH Σ-∆ modulator used in the prototype. The pipelining technique is then pre-
sented, and its impact on the overall digital path design is described. Finally, issues
related to the depth of pipelining are discussed, and circuit descriptions given.

8.1 Topology

Figure 8.3 shows the second order MASH Σ-∆ topology used in the prototype. The
basic building blocks of the structure are first order sections consisting of accumulators
whose carry bits are used as output. Each first order stage adds noise according to
the relationship

out[k] = in[k] + (D − 1)e[k], (8.1)

where we have invoked the notation Die[k] = e[k− i]. In the presence of a sufficiently
active input, e[k] can be considered a white noise source with spectral density

Se(f) = 1/12. (8.2)

A single first order Σ-∆ stage thus adds quantization noise whose energy is shaped
into high frequencies, as seen by examining the spectral density of the output:

Sout(f) = Sin(f) +
∣∣∣e−j2πfT − 1

∣∣∣2 Se(f). (8.3)

The cascade of two stages, as depicted in the figure, leads to second order noise
shaping according to the relationship

SOUT (f) = SIN(f) +
∣∣∣(e−j2πfT − 1)2

∣∣∣2 Se(f). (8.4)

This last expression is calculated from the equation:

OUT [k] = out1[k] + (1 − D)out2[k] = IN [k] + (1 − D)2e2[k], (8.5)

where e2[k] is assumed to have the same spectral density as e[k] described above.
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Figure 8.3: A second order, digital MASH structure.

8.2 Pipelining Technique

A MASH structure of any order has adders and accumulators for its basic building
blocks. These components can be pipelined [54, 55] using a technique that will now
be described.

The carry chain forms the critical delay path for adders; the carry signal must
propagate from the least to most significant bit during each addition operation. This
leads to a proportional relationship between the time required for computation and
the number of bits in the adder. Pipelining of the carry path at the bit level breaks
this relationship by allowing the carry information to travel through only one bit
stage per clock cycle regardless of the number of bits in the adder.

Implementation of this approach is accomplished by inserting registers in the carry
path, as illustrated in Figure 8.4 for a 3-bit example. The shading in the adder symbol
shown in the figure distinguishes the structure from a standard adder (which does not
contain registers in its carry path). To achieve time alignment between the input and
the delayed carry information, registers are used to skew the input bits. As indicated
in the figure, we refer to this operation as “pipe shifting” the input. The adder output
is realigned in time by performing an “align shift” of its bits as shown.

The same pipelining approach can be applied to accumulators, as illustrated in
Figure 8.5. At first glance, it is somewhat surprising that this technique would work
for this structure since feedback is present. However, it is important to note that
there is no feedback from higher to lower bits. The passing of carry information
therefore takes place in open loop fashion, which allows pipelining to be applied
without influencing stability.

A MASH Σ-∆ converter of any order can be pipelined using the techniques thus
described. Using the symbols introduced in the previous two figures, Figure 8.6
depicts a pipelined, second order MASH topology. Briefly describing its operation,
each first order Σ-∆ is realized as a pipelined accumulator with feedback removed
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Figure 8.5: A pipelined accumulator topology.

from the most significant bits in its output. The output of the second stage is fed
into the filter 1 − D, which is implemented with two pipelined adders and a delay
element, A. Note that a delay, B, is inserted between these two adders in order to
pipeline their sum path, which requires a matching delay, C, in the path above for
time alignment. A delay, D, must also be included in the output path of the first
Σ-∆ stage to compensate for the time delay incurred through the second stage. The
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complete pipelined Σ-∆ topology requires pipe shifting of its input data and align
shifting of its output data as discussed above. It is useful to note that once a signal is
placed in the “pipe shifted domain”, it can be sent through any number of cascaded,
pipelined adders and/or accumulators. Therefore, only one pipe shift and align shift
need be done in the entire structure.
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Figure 8.6: A pipelined, second order, digital MASH structure.

Figure 8.7 illustrates the implementation of the overall digital path using pipelin-
ing. To achieve flexibility, the compensated digital transmit filter was implemented in
software and the resulting digital data stream fed into the custom CMOS IC. Within
the IC, all components are pipelined to achieve low power operation. Note that the
carrier frequency signal was not pipe shifted since it is constant during modulation.
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Figure 8.7: Pipelined digital data path to divider input.

8.3 Depth of Pipelining

Although the pipelining technique has been presented as the placement of registers
in the carry path after each of the one-bit adders, this need not be the case. For
instance, registers could be placed between every other one-bit adder. In this case,
the carry information needs to pass through two stages per cycle rather than one.
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Although the delay through the structure is then increased by a factor of two, the
area consumed by the many registers required for pipelining is cut in half. In fact,
savings in power are potentially obtained in this case if the energy consumption of the
registers required for pipelining far outweighs that of the adder cells. The choice of
the pipelining level should be made with respect to both area constraints and relative
energy consumption within the overall system.

In the context of this work, the choice of pipelining level was made in consideration
of the power of other components on the CMOS chip. Specifically, it was found that
2-bit level pipelining of the digital data path dropped its power consumption to a
negligible amount in comparison to the high speed divider. Since the 2-bit approach
allows an area reduction over the 1-bit approach, it was deemed the better choice
for this application. Higher levels than 2-bit were not considered since the further
savings in area would be minor, and could lead to higher power dissipation.

8.4 Circuit Implementation

Figure 8.8 and Figure 8.9 illustrate the dynamic TSPC registers and static adder
structure used to implement the digital data path on the 0.6 micron CMOS chip.
The adder structure was designed such that its carry logic transistors were small,
having roughly the same size as those implementing the sum logic. Generally, this
is not the case — carry logic transistors are usually made much larger than their
sum counterparts in order to speed up the carry chain. Since the carry chain has
been pipelined in our case, there is no need for such large transistors. The resulting
decrease in area of the adder cell somewhat alleviates the increase in area accrued
by the pipelined registers. As for the registers, a dynamic topology was chosen over
a static version to obtain lower area. The TSPC technique simplified the clocking
scheme by allowing only one clock line.

Evaluation of the power consumption of each of the above circuits was done using
the HSPICE simulation tool; the results with a 1.5 Volt supply are shown in Table 8.1.
The table reveals that the adder circuit has twice the energy consumption per opera-
tion as that of the registers. For simplicity in analysis, we will conservatively assume
that both types of registers consume the same power as the noninverted register.

Component Energy consumption

Static adder .150 fJ/operation
Noninverting TSPC register .075 fJ/operation

Inverting TSPC register .056 fJ/operation

Table 8.1
Energy consumed by circuit blocks within the digital data path with a 1.5 volt supply
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Figure 8.8: A static mirror adder circuit.
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Figure 8.9: Dynamic TSPC register circuits: (a) inverting, (b) non-inverting.

Table 8.2 presents a tabulation of the number of adders and registers required in
the digital data path contained in the CMOS IC under pipelined and non-pipelined
conditions; the numbers were obtained directly through examination of Figures 8.6
and 8.7. Energy estimates with a 1.5 V supply were computed from Table 8.1 and 8.2
as:

Adder energy: 8.1 fJ/operation,
Register energy: 7.9 fJ/operation.

Given that the energy dissipation of CMOS circuits is directly proportional to the
amount of capacitance switched, we see that the capacitance added by the pipelining
technique is less than a factor of two over the non-pipelined case. However, a speedup
of a factor of 8 is gained — the carry path must pass through 2 one-bit adders as
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opposed to 16 one-bit adders per clock cycle.

Case Adders Registers

Non-pipelined 54 21
Pipelined (2-bit) 54 105

Table 8.2
Number of adders and registers for the pipelined (2-bit) and non-pipelined case of
the digital data path.

Figure 8.10 displays the measured power dissipation of the Σ-∆ modulator for a
range of supply voltages. The plot reveals that power dissipation increases as roughly
the square of the supply voltage, which is expected since the energy required to charge
capacitance C is 1

2
CV 2

dd [68].
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Figure 8.10: Measured power dissipation of Σ-∆ vs. supply voltage.

8.5 Summary

This chapter presented implementation details of the Σ-∆ modulator and surrounding
circuits in the digital data path used in the prototype. It was shown that a well known
pipelining technique for adders and accumulators can be applied to the MASH Σ-∆
structure to achieve low power operation of this component.



Chapter 9

Analog Phase Comparison Path

The achievement of accurate PLL dynamics is accomplished in the prototype system
with the variable gain loop filter topology depicted in Figure 9.1. In a mathematical
sense, the input to the filter is the instantaneous phase error between the reference
frequency and divider output. Here we use the definition of phase described in Chap-
ter 2, and denote the instantaneous phase of Ref and Div as Φref [k] and Φdiv [k],
respectively. The instantaneous phase error at the PFD output, E, is defined as

Φe [k] = Φref [k] − Φdiv [k].

In the actual circuit, Φe[k] manifests itself as the deviation of the PFD output
duty cycle from its nominal value of fifty percent. As modulation data is applied, the
changing value of Φe[k] causes the duty cycle to be swept across a range of values;
the shaded region in the figure corresponds to the deviation that occurs when GFSK
modulation at 2.5 Mbit/s is applied.

To produce a signal that is a filtered version of Φe[k], the output of the PFD is
converted to complementary current waveforms by a charge pump before being sent
into the inputs of an on-chip loop filter. The conversion to current allows the filtering
operation to be performed without resistors, and also provides a convenient means
of performing gain control of the resulting transfer function using the D/A converter
shown. An integrator is included in the loop filter, which forces the average current
from the charge pump to be zero and the nominal duty cycle to be, ideally, fifty
percent when the PLL is locked.

A fifty percent nominal duty cycle is desired to avoid the dead-zone of the PFD,
and thus reduce distortion of the modulation signal. Such an approach is seldom used
in PLL circuits due to power consumption and spurious noise issues. Fortunately, the
system discussed in this paper does not suffer from these problems due to the fact
that the charge pump output current is very small (at its largest setting, it toggles
between +3.5 uA and -3.5 uA), and the loop filter bandwidth is very low (84 kHz)
in comparison to the PFD output frequency (20 MHz). The resulting spur at the
transmitter output is less than -60 dBc at 20 MHz when measuring the transmitter in
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Figure 9.1: Analog phase comparison path consisting of a PFD, charge pump, and
loop filter.

an unmodulated state without an RF bandpass filter at its output. When modulated,
this spur is convolved with the modulation signal and thus turned into phase noise;
it is reasonable to assume that this noise is reduced to a negligible level when the RF
bandpass filter is included due to its high frequency offset.

This chapter describes implementation and modeling details of the variable gain
loop filter. We begin by providing circuit level details of the PFD, charge pump, loop
filter, and D/A shown in Figure 9.1. A frequency-domain model of the overall filter
is then presented, and its derivation given. The chapter concludes by examining the
effects of large duty cycle deviations in E.

9.1 Implementation

This section describes the circuits used to implement the various component blocks
in Figure 9.1.

9.1.1 PFD

The requirement of a fifty percent nominal duty cycle at the output of the PFD
prevents this component from being implemented by a common tri-state design [60].
The circuit implementation chosen for the PFD, depicted in Figure 9.2, is taken
directly from on an extended XOR design described in [44]. Under locked conditions
in the PLL, phase comparison is accomplished in the structure through the use of an
XOR gate. The phase detection region of the XOR gate is extended to 360 degrees by
dividing Ref and Div by two in frequency before sending these signals to its inputs,
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which leads to a PFD output frequency equaling the reference frequency. When the
PLL is out of lock, frequency detection is accomplished by gating the XOR output
with the outputs of two cross coupled registers that force the PFD to a high or low
value according to the sign of the frequency error between Div and Ref .
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Figure 9.2: Schematic diagram of PFD.

To provide more detail of the phase detector portion of the PFD, Figure 9.3
illustrates the DC characteristic of the XOR gate as a function of the phase difference
in its input signals. As discussed in [60], the DC output of the XOR gate is a
triangular function of the DC value of Φe[k]. Since the effective gain of the XOR
corresponds to the slope of its DC characteristic, we see that the gain of the PFD
flips between positive and negative values as Φe[k] is changed. Since the stability of
the PLL feedback loop is a function of the sign of the PFD gain, the operation of the
XOR is seen to vary between stable and unstable regions. In the context of the PLL
feedback loop, a positive sign for the phase detector gain will be assumed to yield
stable dynamics.

The stable and unstable regions of the XOR gate can be discerned by the value
of its output, C, on rising transitions of Ref and Div . In the stable region, C is
low when Ref transitions high and is high when Div transitions high. The opposite
conditions are true in the unstable region.

The frequency detector portion of the PFD uses the above XOR characteristics to
advantage. Specifically, the registers within the frequency detector monitor the value
of C at positive transitions of Ref and Div to determine the XOR gate’s current
region of operation. If the XOR is in the stable region, which is the case under locked
conditions, its output passes directly to the PFD output. If the XOR enters the
unstable region, the output of the PFD is set either low or high according to the
state diagram shown in Figure 9.4. As indicated in the figure, the PFD output is
set high if the Ref transition is the first to occur in the unstable region. Conversely
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Figure 9.3: XOR characteristic and associated signals within the PFD.

the PFD output is set low if the Div transition occurs first in the unstable region.
These output values remain constant until the XOR enters back into its stable region.
Figure 9.5 provides an example of the signals that occur in the PFD logic when the
frequency of Div is higher than that of Ref . In this case, E correctly directs the VCO
to lower its output frequency by virtue of its low average value.
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Figure 9.4: State transition diagram of the frequency detector portion of the PFD.
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Figure 9.5: Example of signals produced from PFD when Div frequency is too high.

9.1.2 Charge Pump

Proper design of the charge pump is critical for the achievement of high data rates
since it forms the bottleneck in dynamic range that is available to the modulation
signal. Figure 9.6 illustrates the fundamental issues that need to be considered in
its design. To avoid distortion of the modulation signal, the variation in duty cycle
should be limited to a range that allows the output of the charge pump to settle
close to its final value following all positive and negative transitions. Figure 9.6(a)
shows the dynamic range available for a well designed charge pump; the nominal duty
cycle is fifty percent and the transition times are fast. Figure 9.6(b) demonstrates the
reduction in dynamic range that occurs when the nominal duty cycle is offset from 50
percent. This offset is caused by a mismatch between positive and negative currents
produced by the charge pump. (The type II PLL dynamics force an average current
of zero.) Finally, Figure 9.6(c) illustrates a case in which the charge pump has slow
transition times, the result again being a reduction in dynamic range.

The charge pump topology was designed with the above issues in mind, and is
illustrated in Figure 9.7. The core component of the architecture is a differential pair
(M1 and M2) that is fed from the top by two current sources, I1 and I2, and from the
bottom by a tail current, Itail . Ideally, I1 and I2 are equal to I and Itail to 2I, where
I is adjusted by a 5-bit D/A that controls the voltage at node VD/A. Transistors M1

and M2 are switched on and off according to E, which ideally causes IIN and IIN to
switch between I and −I.

To achieve a close match between the positive and negative currents of each charge
pump output, the design strives to set I1 = I2 and Itail = I1 + I2. In the first case,
I1 and I2 are implemented as cascoded PMOS devices whose layout is optimized to
achieve high levels of device matching. Unfortunately, device matching cannot be
used to achieve a close match between Itail and I1 + I2 since they are generated by
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Figure 9.6: Effect of transient time and mismatch on duty cycle range.

�
�
�
�	���

'$��
��

������

�2�)

�:

���

���

��#

��#

%7�0�����
8�%�0���9���%��9�0��0/�8�
��6���:���

',
��)

'	��

',
��2

�
	
�
�

�
����

�
	�

�F�F

#�'

Figure 9.7: Charge pump implementation.

different types of devices. To circumvent this obstacle, a feedback stage is used to
adjust Itail by comparing currents produced by a replica stage. This technique allows
Itail to be matched to I1 + I2 to the extent that the replica stage is matched to the
core circuit.

The achievement of a low transient time in the charge pump response is obtained
by careful design of signal and device characteristics at the source nodes of M1 and M2.
First, the parasitic capacitance at this node is minimized by using appropriate layout
techniques to reduce the source capacitance of M1 and M2, the drain capacitance of
M3, and the interconnect capacitance between each of the devices. Second, the voltage
deviation that occurs at this node when E switches is minimized. The level converter
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depicted in Figure 9.7 accomplishes this task by reducing the voltage variation at
nodes Φss(t) and Φss(t) to less than 350 mV and setting an appropriate DC bias.

An additional level converter is required between the PFD output, E, and charge
pump inputs, E ′ and E ′ since separate supplies are used for the digital and analog
sections of the chip. The level converter shown in Figure 9.8 transfers the E signal
between these supplies. In addition, this circuitry allows a bit from an on-chip shift
register to set the sign of the open loop gain.
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Figure 9.8: Interface circuitry between PFD and charge pump that level converts
E from digital to analog supplies, and sets the sign of the open loop gain.

9.1.3 Loop Filter

The on-chip loop filter uses an opamp to integrate one of the charge pump currents
and add it to a first order filtered version of the other current. Shown in Figure 9.9,
this topology yields a transfer function that is closely approximated as

H(f) = Kl
1 + jf/fz

jf(1 + jf/fp)
, fz = 11.6kHz, fp = 127kHz. (9.1)

Details of the accuracy of this approximation, as well as its derivation, are presented
in the modeling section of this chapter. The open loop gain, Kl, is adjusted by
varying the charge pump output current, I. The first order pole, fp, is created using
a switched capacitor technique, which reduces its sensitivity to thermal and process
variations and removes any need for tuning. Note that, although this time constant
is formed through a sampling operation, the output of the switched capacitor filter is
a continuous-time signal. Finally, the value of the zero, fz, is determined primarily
by the ratio of capacitors C3 and C2 under the assumption that the complementary
charge pump output currents are matched.
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Figure 9.9: Loop filter implementation.

A particular advantage of the filter topology is that the rate of sampling C1 and
C2 can be set high since it is independent of the settling dynamics of the opamp. As
such, clk1 and clk2 are set to the PFD output frequency, 20 MHz, to avoid aliasing
problems.

As illustrated in Figure 9.10, the opamp is realized with a single-ended, two-stage
topology chosen for its simplicity and wide output swing. Its unity gain frequency
was designed to be 6 MHz; this value is sufficiently higher than the bandwidth of
the GFSK modulation signal at 2.5 Mbits/s to avoid significantly affecting it. It is
recognized that the single ended structure has higher sensitivity to substrate noise
than a differential counterpart. However, little would be gained in this case by making
it fully differential since the output of the opamp is connected directly to the varactor
of an LC based VCO, which is inherently single ended. Fortunately, measured results
in Chapter 11 show that substrate noise does not significantly degrade the noise
performance of the synthesizer.

The limited dynamics of the opamp prevent it from following the fast transitions of
its input current waveforms. To prevent these waveforms from adversely affecting the
performance of the charge pump and opamp, the voltage swing that appears at the
input terminals of the opamp is reduced to a low amplitude (less than 40 mV peak-
to-peak) by capacitors C1 and C4. (The resulting voltage waveform is approximately
triangular in nature.) In the case of C1, this capacitor also serves as part of the
switched capacitor filter.

A large voltage swing at the input terminals of the opamp would undermine the
operation of the charge pump and loop filter circuitry. A high amplitude triangle
wave would alter IIN (t) according to the finite output resistance of the charge pump
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Figure 9.10: Opamp implementation for loop filter.

output; this issue is aggravated by the fact that the charge pump output is cascoded
and therefore supports a very limited signal swing over which all transistors in its
output stage are kept in saturation. In regards to the opamp, a large signal swing at
its input terminals would cause the input differential pair, composed of M1 and M2

in Figure 9.10, to exhibit transconductance behavior that is highly nonlinear.

9.1.4 D/A Converter and Biasing

Figure 9.11 illustrates the biasing architecture for the charge pump and loop filter
sections. The 5-bit D/A converter that controls the charge pump current, I, is in-
corporated into this network and adds little power over that required for biasing.

Figure 9.12 displays the resulting values of I obtained from HSPICE when the D/A
control bits are switched across their 32 possible combinations. The resulting response
is seen to be quite nonlinear; fortunately, this does harm transmitter performance
since the D/A is not in the modulation path. Note that the spikes seen in the
characterization plot are an artifact of the transient response of the D/A.

9.2 Modeling

Although the loop filter topology of Figure 9.9 has a very simple implementation,
exact analysis of its behavior is quite difficult, if not intractable, from an analytical
standpoint. This difficulty stems from the fact that modulation of its input is accom-
plished through duty cycle modulation of a square wave, which greatly complicates
efforts to use straightforward Fourier analysis. Fortunately, an approximate analyt-
ical model of the loop filter behavior can be derived that is accurate over a wide
frequency range. The key to this approximation is to treat the charge pump output
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Figure 9.11: D/A converter (5-bit) and biasing circuitry.

Figure 9.12: Characterization of 5-bit D/A converter.

as the sum of a square wave and a time-varying impulse train.

Figure 9.13 depicts an exact decomposition of IIN (t) into a square wave, Ispur(t),
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and a time-varying pulse train, Ie(t) such that

IIN (t) = Ie(t) + Ispur(t). (9.2)

As its name implies, Ispur(t) has energy content only at discrete frequencies that are
multiples of its fundamental frequency, 1/T . The energy of Ie(t), however, is dispersed
over a wide frequency range due to its time-varying nature.
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Figure 9.13: Decomposition of IIN (t).

If the pulse widths of Ie(t) are small, this signal can be approximated as a series
of impulses to obtain

IIN (t) ≈ Îe(t) + Ispur(t), (9.3)

where we have defined

Îe(t) =
∞∑

k=−∞
Qe[k]δ(t − kT ). (9.4)

Since a phase error of 2π radians corresponds to the period T , the area of each impulse,
Qe[k], can be related to the instantaneous phase error,Φe[k], by the expression

Qe[k] = T

(
Φe[k]

2π

)
2I. (9.5)

We can directly relate Îe(t) to the modulated impulse train version of the phase
error, Φ̂e(t), as

Îe(t) =
T

π
IΦ̂e(t), (9.6)

where Φ̂e(t) is defined as

Φ̂e(t) =
∞∑

k=−∞
Φe[k]δ(t − kT ). (9.7)

The overall current, IIN (t), is then expressed as

IIN (t) =
T

π
IΦ̂e(t) + Ispur(t). (9.8)
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Figure 9.14 depicts a model of the analog phase comparison path based on Equa-
tion 9.8. The PFD and charge pump scale the phase error impulse train, Φ̂e(t),
and send noninverted and inverted versions of this signal, along with Ispur(t), into
the inputs of the loop filter. Within the filter, the switched capacitor network is
approximated by an RC loop filter, where the value of resistance is calculated as

R2 =
T

C2

. (9.9)

The overall transfer function from Φ̂e(t) to Vout(t) is therefore derived from the figure
as (

TI

π

)
1 + j2πf(C3 + C1 + C4)R2

j2πfC3(1 + j2πfC1R2)
, (9.10)

from which we obtain the loop filter transfer function, H(f), as

H(f) = I
1 + j2πf(C3 + C1 + C4)R2

j2πfC3(1 + j2πfC1R2)
. (9.11)

The transfer function from Ispur(t) to Vout(t) is computed from Figure 9.14 as

1 + (C1 + C4)/C3

j2πfC1

. (9.12)

Note that the above transfer functions do not include the effect of finite opamp
bandwidth, which will cause further attenuation at high frequencies. The unity-gain
bandwidth of the opamp is approximately 6 MHz in the prototype; this value is high
enough to avoid affecting the modulation data, and has the desirable characteristic of
further attenuating the Σ-∆ quantization noise at high frequencies. The additional
attenuation also lowers the spurious component caused by Ispur(t) well below the value
predicted in Expression 9.12. These effects will be seen in measured results presented
Chapter 11.

The remainder of this chapter will present a derivation of the above transfer
relations and describe the frequency range over which they are valid. This analysis
will be performed under the assumption that the approximation in Equation 9.8
holds. We will begin by focusing on the switched capacitor implementation of R2.
The remaining portion of the loop filter implementation will then be analyzed.

In addition, a final section is included to discuss the impact on analysis for cases
in which Ie(t) experiences large deviations in its pulse width. In particular, we will
examine the difference in power spectrums of IIN(t) and Equation 9.8 when the
synthesizer is modulated at 2.5 Mbit/s.

9.2.1 Switched Capacitor Implementation

Figure 9.15 depicts a closed loop model of the switched capacitor network used within
the loop filter. As shown, the capacitor C1 integrates current directed into it to create
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Figure 9.14: Loop filter model.

the voltage V1(t). During the time that the clk1 switch is turned off, the gain of this
integration operation is 1/C1. When the clk1 switch is turned on, the gain factor is
reduced to 1/(C1 +C2) and V1(t) drops in value by the ratio C1/(C1 +C2) due to the
inclusion of capacitor C2. The gain factor reduction and value change is modeled as
a multiplication operation with a signal Xclk(t) defined as:

Xclk(t) =

{
1 when clk1 switch is off
α when clk1 switch is on

where α =
C1

C1 + C2

. (9.13)

A flow of charge occurs between the top and bottom plates of C2 during the time the
clk1 switch is open and the clk2 switch closed, and is denoted as ÎF (t) in the figure.
Assuming that the transition of the clk1 switch from on to off occurs at times kT + to,
ÎF (t) is an impulse train in current described as

ÎF (t) =
∞∑

k=−∞
QF [k]δ(t − kT − to − ε), (9.14)

where ε is an arbitrarily small value that places the impulses just to the right of
kT + to. The inclusion of ε clarifies the evaluation of integral expressions that follow.

The choice of T as the period of clk1 and clk2, which is the same as that of the
charge pump output, is important in light of aliasing issues. As previously discussed,
the charge pump output contains the large spurious signal Ispur(t). Although C1

acts as an anti-alias filter with its integrating action, this spurious component will
manifest itself in voltage across C1 with non-negligible magnitude. It would be highly
undesirable to alias this spur to lower frequencies since its attenuation by the overall
PLL dynamics would be less effective at such frequencies. The choice of T as the
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Figure 9.15: Model of first order switched capacitor filter.

period of clk1 and clk2 avoids aliasing problems since samples of Ispur(t) at these
instants appear as a constant voltage (i.e., are mixed down to DC).

To derive a transfer function between IIN (t) and V1(t) in Figure 9.15, we first seek
a description of the influence of IIN (t) on ÎF (t). At sample times kT + to, inspection
of the figure reveals

QF [k] = C2

(
C1

C1 + C2

V0(kT + to)
)

. (9.15)

By subtracting the above relationship from itself at time increment k − 1, and sub-
stituting V0(kT + to) − V0((k − 1)T + to) with an equivalent integral expression, we
obtain

QF [k] − QF [k − 1] =
C2

C1 + C2

∫ kT+to

(k−1)T+to
(IIN (t) − ÎF (t))dt. (9.16)

The above relationship can be simplified by appealing to the decomposition of IIN (t)
in Equation 9.2, and noting that

∫ kT+to

(k−1)T+to
Ispur(t)dt = 0. (9.17)

Substitution of Equations 9.14 and 9.17 into 9.16 yields

QF [k] − QF [k − 1] =
C2

C1 + C2

∫ kT+to

(k−1)T+to
Ie(t)dt − C2

C1 + C2

QF [k − 1]. (9.18)

Evaluation of the integral of Ie(t) in Equation 9.18 depends on the value of the
sampling offset, to. Figure 9.16 illustrates the relevant signals involved; it is assumed
in the drawing that the clk1 switch is turned on when this signal is high. The value
of to is discerned by the location of the impulses of ÎF (t), which occur at the falling
edges of clk1. As depicted in the figure, two cases are encountered when choosing to.
Case 1 corresponds to the placement of the ÎF (t) impulses within the time span over
which the pulses in Ie(t) are modulated. Under Case 2 conditions, the ÎF (t) impulses
are placed outside of this modulation region. Evaluation of the integral relationship



9.2. MODELING 139

in Equation 9.18 is greatly influenced according to which case is valid. For Case 2
conditions, we have ∫ kT+to

(k−1)T+to
Ie(t)dt = Qe[k]. (9.19)

The above relationship does not hold in Case 1, however, since the integral will be
effected by portions of Qe[k] and Qe[k − 1]. In the prototype, to was chosen to be
zero so that the Case 1 condition holds.
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Figure 9.16: Example signals occurring in first order switched capacitor filter.

To provide a convenient notation for analysis of Case 1, we shall decompose Qe[k]
into two parts. Specifically, we refer to QL[k] and QR[k] as the portions of Qe[k] that
occur before and after to, respectively, so that

Qe[k] = QL[k] + QR[k]. (9.20)

Figure 9.17 uses shading to indicate the resulting decomposition for an arbitrary value
of to under Case 1 conditions. The integral of Ie(t) over the light shaded time region
yields QL[k], and its integral over the dark shaded region yields QR[k]. The value of
QR[k] can be described mathematically as

QR[k] =




Qe[k] − 2Ito if Qe[k] ≥ 2Ito, to ≥ 0
Qe[k] if Qe[k] ≥ 0, to < 0
Qe[k] if 2Ito ≤ Qe[k] ≤ 0, to < 0
2Ito if Qe[k] ≤ 2Ito, to < 0
0 otherwise

(9.21)
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Figure 9.17: Definition of QL[k] and QR[k].

Given the above decomposition, Equation 9.18 is evaluated under Case 1 condi-
tions as

QF [k] − C1

C1 + C2

QF [k − 1] =
C2

C1 + C2

(QR[k − 1] + QL[k]) . (9.22)

Using Equation 9.20, we obtain

QF [k] − C1

C1 + C2

QF [k − 1] =
C2

C1 + C2

(QIN [k] − (QR[k] − QR[k − 1])) . (9.23)

The above expression extends to Case 2 by setting QR[k] to zero for all k.
Inspection of Equation 9.23 reveals a significant fact — the value of the feedback

charge QF [k] is completely described by a discrete-time relationship involving Qe[k].
As such, the switched capacitor circuit can be viewed as a continuous-time system
that is fed with the signals shown in Figure 9.18. By assuming Ie(t) is an impulse
train with to = 0, and combining its charge with ÎF (t), we approximate the summing
current in Figure 9.18, Is(t), as

Is(t) =
∞∑

k=−∞
QS[k]δ(t − kT ) + Ispur(t), where QS[k] = Qe[k] + QF [k]. (9.24)

We are now in a position to derive the transfer function relationship between Φ̂e(t)
and V1(t). This analysis will be done from a deterministic standpoint; Qe[k], QR[k],
and QS[k] will be assumed to have nonzero Z-transforms. This being said, we begin
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Figure 9.18: Signals associated with switched capacitor filter.

by taking the Z-transform of Equation 9.23 to obtain

QF (z) =
C2

C1 + C2


 1

1 − C1

C1+C2
z−1


 (

Qe(z) − (1 − z−1)QR(z)
)
. (9.25)

Given the definition of QS[k] in Equation 9.24, we then find that

QS(z) =
1

C1 + C2


 1 − z−1

1 − C1

C1+C2
z−1


 (C1Qe(z) + C2QR(z)) . (9.26)

Figure 9.19 shows the resulting transfer function relationship, where Equation 9.5 was
used to relate Qe[k] to Φe[k]. This derivation assumes V1 ≈ V0, which is an accurate
approximation in the prototype since C1/(C1 + C2) is very close to one.
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Figure 9.19: Frequency domain view of switched capacitor filter, PFD, and charge
pump assuming the pulse widths in Ie(t) are small and to = 0.

9.2.2 Integrating Section

Figure 9.20 displays the remaining portion of the loop filter that must be included in
our modeling effort. Here we have defined

Ṽ1(t) = V1(t) + Vref , (9.27)
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Figure 9.20: Integrating portion of loop filter.

which corresponds to the output voltage of the switched capacitor network.
Our first step will be to derive the relationship between IIN (t), Ṽ1(t), and Vout(t).

Using the voltage and current variables defined in Figure 9.20, we write

Vout(t) = − 1

C3

∫ t

−∞
IS(τ)dτ + VF (t). (9.28)

The relationship between IS(t) and IIN (t) is given as

IS(t) = IIN (t) − C4
dVF (t)

dt
. (9.29)

Substitution of Equation 9.29 into 9.28 leads to

Vout(t) = − 1

C3

∫ t

−∞
IIN (τ)dτ +

(
1 +

C4

C3

)
Ṽ1(t), (9.30)

where it has been assumed that VF (t) = Ṽ1(t) due to the action of the opamp.
Figure 9.21 depicts this relationship in graphical form, from which we see that the
output of the overall filter is given as the sum of Ṽ1(t) and the integral of Ie(t) and
Ispur(t).

The transfer function relationship between Φ̂e(t), Ṽ1(t), and Vout(t) is shown in
Figure 9.22. The derivation of this figure follows from Figure 9.21, the relationship
IIN (t) = −IIN (t), and Equation 9.5.

9.2.3 Overall Model

Figure 9.23 depicts the overall model of the loop filter based on those in Figures 9.19 and 9.22.
In obtaining its derivation, the impact of the Vref term within Ṽ1(t) was ignored since
Vout(t) can assume an arbitrary DC level due to the integrating action of the loop
filter.
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Figure 9.21: Signals associated with integrating portion of loop filter.
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Figure 9.22: Frequency domain model of integrating portion of loop filter, PFD,
and charge pump assuming the pulse widths in Ie(t) are small and to = 0.

We define the transfer function from Q̂e(t) to Vout(t) in Figure 9.23 to be (1/I)Hd(f);
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Figure 9.23: Overall model of PFD, charge pump, and loop filter assuming the pulse
widths of Ie(t) are small and to = 0.
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calculation of this function follows directly from the figure as

HD(f) = I
C1 + C2 + C3 + C4 − (C1 + C3 + C4)e

−j2πfT

j2πfC3(C1 + C2 − C1e−j2πfT )
. (9.31)

The continuous-time approximation of the loop filter dynamics, H(f), that is ex-
pressed in Equation 9.11 is derived from the above equation by substituting

e−j2πfT ≈ 1 − j2πfT. (9.32)

The above approximation is accurate at frequencies much less than 1/T . Finally, we
define the transfer function from Q̂R(t) to Vout(t) to be (1/I)HR(f), and calculate its
value as

HR(f) = I
(C2/C1)(C3 + C4)(1 − e−j2πfT )

j2πfC3(C1 + C2 − C1e−j2πfT )
. (9.33)

Figure 9.24 displays the relative magnitudes of H(f), HD(f), and HR(f) for the
capacitor values denoted in Figure 9.9. The figure reveals a very close between match
between |H(f)| and |HD(f)|, and a relatively low magnitude for |HR(f)|. Figure 9.25
compares H(f) and HD(f) in more detail, and shows that the magnitude and phase
difference between these two transfer functions is negligible to frequencies as high as
10 MHz. The low relative magnitude of HR(f) hints that the undesirable production
of QR[k] under Case 1 conditions has little consequence on the performance of the
filter. This fact is confirmed by simulations shown in Chapter 11.

9.3 The Impact of Large Pulse Widths in Ie(t)

The loop filter model was derived on the assumption that the pulse widths in Ie(t)
are small, which allowed this signal to be approximated as an impulse train. But
what does ‘small’ mean, and what are the consequences of violating this assumption?
Unfortunately, the answer to these questions is difficult to ascertain in an analytical
fashion. Our recourse is to appeal to the computer, and simulate the effect of such
conditions. In this section, we will limit our focus to the effects of non-negligible pulse
widths on the power spectrum of IIN (t). Simulated results in Chapter 11 will show
the influence of this condition on the transmitter output spectrum.

In choosing our experiment for simulation, we will limit ourselves to a case that
is immediately relevant — modulation of the duty cycle of IIN (t) to achieve 2.5
Mbit/s data transfer using GFSK. All simulations are performed with custom software
written in the C programming language.

The simulated power spectrum of IIN (t) contains spurs with a fundamental fre-
quency of 2.5 Mbit/s that are produced as a result of the pulse width modulation
of IIN (t). A proof of the existence of these spurs will given in order to explain their
appearance.
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Figure 9.24: Comparison of |H(f)|, |HD(f)|, and |HR(f)| (scale is normalized).
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9.3.1 Examination of Power Spectrum of IIN (t) at 2.5 Mbit/s

We now compare the power spectrum of IIN (t) to the power spectrum of its approx-
imate formulation when Ie(t) is treated as a modulated impulse train.

For clarity, we begin by describing the signals of interest. Referring back to
Figure 9.13, we restate the fact that IIN (t) can be exactly decomposed as

IIN (t) = Ie(t) + Ispur(t). (9.34)

Ie(t) is described mathematically as

Ie(t) = 2I
N∑

k=−N

rect
(
t − kT,

T

2π
Φe[k]

)
, (9.35)

where Φe[k] represents the instantaneous phase error between Div and Ref at sample
period k of the reference clock, and rect(a, b) is defined to be

rect(a, b) =




1, 0 ≤ a < |b| for b ≥ 0,
−1, |b| ≤ a < 0 for b < 0,

0, otherwise.
(9.36)

The approximation of Ie(t) as an impulse train yields the expression

Ie(t) ≈ 2I
N∑

k=−N

T

2π
Φe[k]δ(t − kT ). (9.37)

In effect, Ie(t) ideally sends samples of the phase error to the loop filter (Equa-
tion 9.37), but is limited by practical considerations to sending pulses to the loop
filter whose width is controlled by the phase error (Equation 9.35). A last signal of
interest is Φ̂e(t), which is defined to be an impulse train that is modulated by samples
of the phase error:

Φ̂e(t) =
∞∑

k=−∞
Φe[k]δ(t − kT ). (9.38)

A useful method of evaluating the effect of non-negligible pulse widths on the
loop filter analysis is to compare the power spectra of IIN (t) and Φ̂e(t) under such
conditions. To do so, a comprehensive C simulation was performed of the entire PLL
with its instantaneous divide value modulated to achieve a 2.5 Mbit/s GFSK data
rate. The compensation method described in this thesis was employed to achieve this
high data rate, and the resulting pulse width variation in Ie(t) was approximately
thirty percent of the period, T . In the simulation, the PLL was chosen to have 84
kHz bandwidth, 1/T was set to 20 MHz, and the loop filter was implemented as an
ideal filter with transfer function:

H(f) = Kl
1 + jf/(11kHz)

jf(1 + jf/(127kHz))
.
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Also, the simulation included no noise sources other than the quantization noise in-
herent to using a second order MASH Σ-∆ converter. Figure 9.26 illustrates the
resulting power spectra at frequencies less than 1/(2T ), and demonstrates that there
is a close correspondence between the spectra of IIN (t) and Φ̂e(t). (Note that the
absolute value of the peak spectra magnitude has been normalized to 0 dB in both
cases.) The only discernable difference in the spectra is the appearance of a small
amount of spurious content in IIN (t) at multiples of the symbol rate, 2.5 MHz. As
shown by simulation in Chapter 11, these spurs have negligible impact on the perfor-
mance of the transmitter since they are convolved with the modulation signal at its
output (and thus turned into phase noise of low density).
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Figure 9.26: Power spectra of (a) Φ̂e(t) and (b) IIN (t) under 2.5 Mbit/s GFSK
modulation.

Additional differences between IIN (t) and Φ̂e(t) are observed by comparing their
spectra at higher frequencies. Since Φ̂e(t) is constructed with discrete-time samples,
its power spectrum must consist of replicas, spaced 1/T apart in frequency, of the
density graph shown in Figure 9.26(a). Using the same C simulation described above;
Figure 9.27 displays the spectrum of IIN (t) out to 50 MHz. As the figure reveals, the
power spectrum of IIN (t) is not quite periodic; subtle differences are seen between
its density at baseband and the ‘pseudo’ replicas at multiples of 1/T . Fortunately,
the differences are inconsequential in light of the attenuation of the high frequency
components of IIN (t) imposed by the loop filter, VCO, and the output bandpass filter
of the transmitter.
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Figure 9.27: Power spectrum of IIN (t) at high frequencies.

9.3.2 Explanation for Existence of Spurs at Multiples of 1/Td

Simulations reveal that duty cycle modulation of the PFD output, E(t), causes spurs
in its output spectrum spaced at multiples of the data rate, 1/Td, in frequency. The
source of these spurs will now be explained by providing a proof of their existence; it
will be assumed that GFSK modulation with BTd = 0.5 is performed.

Our first step is to examine the structure of the PFD output, E(t) under the given
modulation conditions. In any given symbol period k, whose length is Td, the duty
cycle variation of E(t) takes on one of eight possible paths since it is affected by data
symbols at time k− 1, k, and k +1 (see [22] for details). Quantization noise from the
Σ-∆ modulator, along with other noise sources in the PLL, causes random deviations
in the instantaneous duty cycle of E(t) about the path set by the modulation data.
Therefore, we can construct the PFD output as

E(t) =
∞∑

k=−∞
h(m[k], v[k], t − kTd), (9.39)

where h(m[k], v[k], t) is the PFD waveform associated with modulation signal m[k]
and noise signal v[k]; h(m[k], t) is nonzero only for 0 ≤ t < Td. By definition,
m[k] ∈ {1, · · · , 8} for all k, and is set according to data bits at time k − 1, k, and
k+1. When considering only Σ-∆ quantization noise, v[k] ∈ {1, · · · , p} for all k, where
p is the number of combinations possible for the Σ-∆ quantization noise samples in
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the time span Td. The influence of other noise sources is incorporated into v[k]
in an approximate manner by quantizing their values and mapping the resulting
combinations to values in v[k], which requires that p be increased.

Given E(t) as described in Equation 9.39, the autocorrelation of E(t) is computed
as

REE(t, τ) =
∞∑

k=−∞

∞∑
n=−∞

E (h(m[k], v[k], t − kTd)h(m[n], v[n], t − nTd + τ)) . (9.40)

E(t) is a cyclostationary process since

REE(t + Td, τ) = REE(t, τ).

To achieve a wide-sense stationary process, we define

E ′(t) = E(t + θ),

where θ is a random phase epoch [69] that is uniformly distributed on [0, Td] and
independent of m[k] and v[k]. The autocorrelation of E ′(t) is computed as

RE′E′(t, τ) =
1

Td

∫ Td

0
REE(t + θ, τ)dθ;

this expression is independent of t due to the fact that REE(t + Td, τ) = REE(t, τ).
Therefore, RE′E′(t, τ) can be expressed as RE′E′(τ) and computed at t = 0 as

RE′E′(τ) =
1

Td

∫ Td

0
REE(θ, τ)dθ;

A more useful form of RE′E′(τ) can be derived at large values of τ . Under this
condition, Equation 9.40 can be written as

RE′E′(τ) =
1

Td

∞∑
k=−∞

∞∑
n=−∞

∫ Td

0
E(h(m[k], v[k], θ − kTd))E(h(m[n], v[n], θ − nTd + τ))

(9.41)
under the assumption that m[k] and v[k] are independent of m[n] and v[n] for |k−n| �
0. The statistics of m[k] and v[k] are assumed to be the same for all k; we define

g(t) = E(h(m[k], v[k], t))

for some arbitrary value of k, and rewrite Equation 9.41 as

RE′E′(τ) =
1

Td

∞∑
k=−∞

∞∑
n=−∞

∫ Td

0
g(θ − kTd)g(θ − nTd + τ)dθ, |τ | � 0. (9.42)
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Since g(t) is nonzero only for 0 ≤ t < Td, we obtain

RE′E′(τ) =
1

Td

∫ Td

0
g(θ)

( ∞∑
n=−∞

g(θ − nTd + τ)

)
dθ, |τ | � 0. (9.43)

To prove that spurs occur in E ′(t) with a fundamental frequency 1/Td, we must
show that

RE′E′(τ) = RE′E′(τ + Tp) as τ −→ ∞, (9.44)

for Tp = Td, but not for Tp < Td. By inspection of Equation 9.43,

RE′E′(τ + Tp) = RE′E′(τ) (9.45)

for Tp = Td, which essentially completes the proof.
It remains only to rule out the possibility that Equation 9.44 holds for Tp < Td.

To prove this, we express Equation 9.43 as an inner product

RE′E′(τ) = g(θ) ·
( ∞∑

n=−∞
g(θ − nTd + τ)

)
, θ ∈ [0, Td].

and note, by the Cauchy-Schwartz inequality, that

RE′E′(τ) < RE′E′(iTd), ∀θ ∈ (0, Td) (9.46)

for all integers i under the condition that

∞∑
n=−∞

g(θ − nTd + τ) 
=
∞∑

n=−∞
g(θ − nTd) for ∀τ ∈ (0, Td). (9.47)

If Equation 9.46 holds, Equation 9.44 cannot be true for Tp < Td.
To show that Equation 9.46 is valid, we verify the condition stated in Equa-

tion 9.47. Figure 9.28 displays g(t) as computed by simulation under 2.5 Mbit/s
GFSK modulation with BTd = 0.5; the effects of Σ-∆ quantization noise, charge
pump noise, and VCO noise were all included in the simulation. Inspection of the
figure reveals that Equation 9.47 is indeed satisfied.

9.4 Summary

This chapter presented implementation and modeling details of the variable gain loop
filter used in the prototype. Circuit details were given of the PFD, charge pump, loop
filter, and D/A converter used in this structure. A frequency-domain model of this
block was derived under the assumption of small duty cycle variation. Simulations
were presented that show that the effect of large duty cycle variation is to produce
spurs at multiples of the data rate frequency. Fortunately, as will be seen in Chapter
11, these spurs are convolved with the modulation data, and therefore turned into
phase noise, before affecting the transmitter output.
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Figure 9.28: Computed value of g(t) from simulation data.
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Chapter 10

Prototype System

This chapter describes the design and implementation of a prototype system built to
provide proof of concept of the compensation method; the system supports data rates
in excess of 2.5 Mbit/s with a PLL bandwidth of 84 kHz. A 64 modulus divider and
6 output bit Σ-∆ modulator provide a wide dynamic range path for the modulation
signal, and an on-chip loop filter allows an accurate PLL transfer function to be
achieved by tuning just one PLL parameter — the open loop gain.

We begin by discussing implementation details and providing measured values
of the power dissipation of key circuits. A linearized model of the system is then
presented, followed by the design strategy used to set the relevant PLL parameters.
Finally, a detailed noise analysis of the system is given at the end of the chapter.

10.1 Implementation

Figure 10.1 displays a block diagram of the prototype; at the heart of this system is a
custom, CMOS fractional-N synthesizer IC that includes the key circuits discussed in
earlier chapters of this thesis. The on-chip loop filter requires no tuning or external
components to set its time constants, the digital MASH Σ-∆ modulator achieves
low power operation through pipelining, and the asynchronous, 64 modulus divider
supports any divide value between 32 and 63.5 in half cycle increments. An external
divide-by-2 prescaler is used so that the CMOS divider input operates at half the VCO
frequency, which modifies the range of divide values to include all integers between 64
and 127. Also, a digital 32K FIFO buffer is used in conjunction with a computer to
provide the digital modulation stream that is fed into the input of the Σ-∆ modulator.

Figure 10.2 displays a die photograph of the custom IC, which was fabricated in
a 0.6 micron, double poly, double metal, CMOS process with threshold voltages of
Vtn = 0.75V and Vtp = −0.88V . The entire die is 3 mm by 3 mm.

The overall power dissipation of the custom IC is 27 mW. Table 10.1 lists the
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Figure 10.1: Block diagram of prototype system.

power consumed by individual circuits. The supply voltages of each component were
set as low as possible to minimize their power dissipation. At the cost of higher power
dissipation, all circuits could be powered by a single 3.3 Volt supply.

Component Divider Filter Σ-∆ Other
Power 22 mW 2.5 mW 0.33 mW 2.4 mW

Supply Voltage 3 V 3.3 V 1.25 V 3.3 V

Table 10.1
Power dissipation of IC circuits.

10.2 Linearized Model

A linearized, frequency-domain model of the prototype system is shown in Figure 10.3.
The open loop transfer function of the system consists of two poles at zero frequency,
a pole at fp, and a zero at fz. Additional poles and zeros occur are present in the
system due to the effects of finite opamp bandwidth and other nonidealities; care
was taken to insure that these additional poles and zeros occur at high frequencies
and therefore have little interaction with the modulation data. Although they will be
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Figure 10.2: Die photo of custom IC used in the prototype.

ignored in the analysis to follow, their influence will be seen at high frequencies (i.e.,
f > 6 MHz) in measured noise plots of the system presented in Chapter 11.

The closed loop pole locations for the system are displayed in the root locus
diagram shown in Figure 10.4. The diagram reveals that appropriate adjustment of
the open loop gain of the PLL leads to a complex conjugate pair of poles with natural
frequency fo, and a real valued pole fcp . The closed loop transfer function between
the divider input and the transmitter output contains a zero, fz, that largely cancels
the effect of fcp .

10.3 Selection of Parameters

The compensation approach presented in this thesis allows the PLL bandwidth to be
set well below that of the modulation data, thereby allowing the PLL transfer function
to be set according to noise requirements. For all calculations in this chapter, the
PLL transfer function will be defined as G(f) and is related to the PLL parameters
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Figure 10.4: Root locus of PLL.

as

G(f) =
H(f)Kv/(πNnom)

jf + H(f)Kv/(πNnom)
, (10.1)
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where H(f) is the loop filter transfer function

H(f) = I
1 + f/fz

(j2πfC3)(1 + jf/fp)
. (10.2)

The above parameterization of H(f) allows us to express G(f) as

G(f) =
1 + jf/fz

1 + jf/fcp


 1

1 + 1
foQ

jf + 1
f2

o
(jf)2


 . (10.3)

To obtain a parameterization of G(f) that achieves the required noise specification,
we must select an appropriate value of fo. The value of fo, in turn, should be set
according to the order of the PLL, n, and the value of the reference frequency, 1/T .

To achieve a low power transmitter design, it is desirable to choose low values for
1/T and n. The selection of 1/T is constrained to be higher than the bandwidth of
the output bandpass filter of the transmitter so that this filter attenuates the effects of
the reference frequency. We will assume that the bandwidth of the output bandpass
filter is on the order of 15 MHz, so that a choice of 1/T = 20 MHz seems appropriate.
The choice of n = 2 leads to a simple PLL implementation.

Given the above choices for 1/T and n, we select fo = 84 kHz based on the plots
in Figure 3.4 of Chapter 3. This parameter combination would set SΦtn,q (f) equal
to -136 dBc/Hz at f = 5 MHz if G(f) were a Butterworth filter. As discussed in
Chapter 6, SΦout,q (f) will be slightly higher than this value in the prototype system
due to the parasitic pole/zero pair, fcp and fz, that occurs. It will be shown later in
this chapter that fcp/fz = 1.22 for fo = 84 kHz, 1/T = 20 MHz, and n = 2, which
leads to SΦtn,q(f) = -134.3 dBc/Hz at f = 5 MHz for this parameter combination.
This noise specification is sufficiently low to insure that the Σ-∆ induced noise does
not present a bottleneck in achieving overall transmitter noise that is less than -131
dBc/Hz at 5 MHz offset. Of course, the VCO must be designed to have adequately
low phase noise spectral density to achieve this overall noise specification.

The values of open loop gain, K, and pole/zero frequencies, fp and fz, that achieve
fo = 84 kHz were calculated with MATLAB and are displayed in Table 10.2. Note
that the open loop gain is defined in terms of parameters in Figure 10.3 as

K =
2IKv

C3Nnom

. (10.4)

These open loop settings lead to a closed loop PLL transfer function, as described by
Equation 10.3, with parameter values of

fz = 11.6 kHz, fp = 127 kHz, fcp = 14.2 kHz, fo = 84.3 kHz, Q = 0.75. (10.5)
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Parameter K fp fz

Value 32.6e9 127.2 kHz 11.6 kHz

Table 10.2
Open loop parameter settings in PLL that achieve a closed loop response with fo =
84 kHz.

The VCO gain, charge pump current, and capacitor values must be appropriately
set within the loop filter to obtain the open loop parameters specified in Table 10.2.
Figure 10.5 expands the block diagram of the prototype to indicate the parameters
of interest, and includes significant sources of noise that will be used to calculate the
noise performance of the transmitter. Drawing from Chapter 9, fp and fz are related
to the parameters in Figure 10.5 by the following expressions:

fp = 1/(2πC1(T/C2)),
fz = 1/(2π(C3 + C1 + C4)T/C2).

(10.6)
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Figure 10.5: Expanded View of PLL System.

Table 10.3 displays parameter settings that achieve the desired values of K, fp,
and fz. Their derivation follows from a few key pieces of information. First, a
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reference frequency, 1/T , of 20 MHz is assumed, which leads to Nnom = 92 to achieve
an output carrier frequency of 1.84 GHz. The value of Kv is 30 MHz/V since a
Z-COMM V602MC06 part was used to implement the VCO. A large value of C3 is
desirable to obtain good noise performance, but its value cannot be made much higher
than 30 pF due to area constraints on the die of the custom IC.

Parameter Value Parameter Value

C1 3 pF C2 120 fF
C3 30 pF C4 3 pF
I 1.5 uA T 1/(20 MHz)

Kv 30 MHz/V Nnom 92

Table 10.3
Component values for prototype system.

The final step in design of the frequency synthesizer is to insure that nonideal
effects of OP1 and OP2 do not significantly affect the modulation data as it passes
through the PLL transfer function. Aside from issues described in Chapter 9, the
primary objective in designing OP1 and OP2 is to insure a high unity gain bandwidth
relative to the modulation bandwidth. (Note that the feedback ratio of each opamp
is very close to unity.) Table 10.4 lists the relevant specifications in the prototype. In
the case of OP1, a bandwidth of 7 MHz is adequately fast to allow excellent tracking
between the tail current of the charge pump and its top currents. The choice of 6 MHz
for OP2 allows data rates as high as 2.85 Mbit/s to be achieved without distortion
by its dynamics. The limited bandwidth of OP2 has the benefit of increasing the
attenuation of noise produced by the Σ-∆ modulator and charge pump/loop filter
circuitry at high frequencies.

Parameter OP1 Value OP2 Value

Open Loop Gain 83 dB 86 dB
Unity Gain Bandwidth 7 MHz 6 MHz

Phase Margin 80 degrees 72 degrees

Table 10.4
Simulated opamp specifications.

10.4 Noise Calculations

Table 10.5 displays the value of each noise source shown in Figure 10.5. Many of these
values were obtained through AC simulation of the relevant circuits in HSPICE. Note
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that all noise sources other than q̂(t) are assumed to be white, so that the values
of their variance suffice for their description. This assumption holds for the VCO
provided that its output phase noise rolls off at -20 dB/dec as predicted by Leeson’s
model [62, 63]; the -20 dB/dec rolloff is achieved in the model since vvco,in(t), which
has a flat spectral density, passes through the integrating action of the VCO. As will
be seen in measured data in Chapter 11, the actual VCO doesn’t quite follow Leeson’s
model, but is close enough that calculations and measured results agree well at the
intermediate frequency offsets of interest.

Noise Source Origin Nature Calculation Value

i2ch1 Ch. Pump, OP1 CT HSPICE 1.2E-24 A2/Hz

i2ch2 , i2ch3 Ch. Pump CT HSPICE 1.8E-25 A2/Hz

i2sw Switched Cap DT Equation 10.8 1.0E-26 A2/Hz

v2
op OP2 CT HSPICE 1.85E-16 V2/Hz

v2
vco,in VCO CT Equation 10.7 1.4E-16 V2/Hz
q̂(t) Σ-∆ DT Equation 10.9 —

Table 10.5
Values of noise sources within PLL.

The input referred noise of the VCO was calculated from open loop phase noise
measurements of the VCO and the expression

10 log(v2
vco,in |Kv/(jf)|2) = -143 dBc/Hz at f = 5 MHz, (10.7)

where Kv is 30 MHz/V. The value of the kT/C noise current produced by the switched
capacitor operation, i2sw , was calculated as

i2sw = (1/T )kTKC2, (10.8)

where k is Boltzmann’s constant, and TK is temperature in degrees Kelvin. Finally,
the spectral density of the Σ-∆ quantization noise was calculated as:

Sq̂(f) =
1

12
(2sin(πfT ))2n , (10.9)

where n = 2 is the order of the Σ-∆ modulator.

10.4.1 A Simplified Model for Noise Analysis

To analyze the effect of the noise sources in Table 10.5 on the transmitter output,
it is convenient to lump them into three dominant components. Figure 10.6 depicts
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such a model, and denotes the relevant noise sources as isum(t), vsum(t), and q̂(t).
Comparison of Figures 10.6 and Figure 10.5 reveals that

i2sum = fi(i2ch1 , i2ch2 , i2ch3 , i2sw)

v2
sum = fv(v2

vco,in , v2
op),

(10.10)

where fi(·) and fv(·) are appropriately defined functions. Rather than explicitly
determining fi(·) and fv(·), we make the following argument:

i2sum ≈ i2ch1/2,

v2
sum ≈ v2

vco,in + v2
op .

(10.11)
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Figure 10.6: Model of test system with lumped noise sources added.

The validity of i2sum ≈ i2ch1/2 is argued in two steps, the first of which is presented
in Figure 10.7. In the drawing, superposition is used to break up the response of
the opamp into the transfer functions associated with current coming into each of
its terminals. The negative terminal is connected to a noise source with variance
i2a, and the positive terminal to a noise source with variance i2b . (It is assumed that
i2a = i2b .) For frequencies greater than fz, the magnitude of the transfer function from
the positive terminal is greater than that associated with the negative terminal. The
opposite is true for frequencies less than fz. Thus, the output of OP2 is influenced by
either the i2a source or the i2b source, but not both (except when the frequency is close
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to fz). Therefore, we achieve approximately the same spectral density at the output
of OP2 by connecting the same noise source to each of the terminals.

Examination of Table 10.5 reveals that i2ch1 is an order of magnitude larger than
i2ch2 , i2ch3 , and i2sw . Since the i2ch1 noise source is switched alternately between the
positive and negative terminals of OP2, its contribution to isum(t) will be pulsed in
nature. At the nominal duty cycle of fifty percent, we would expect the energy of i2ch1
to be split equally between the positive and negative terminals of OP2. As such, i2sum

is then i2ch1/2. This intuitive argument was verified using a detailed C simulation of
the PLL with no modulation signal applied (i.e., the duty cycle of the charge pump
remained constant except for variations due to Σ-∆ quantization noise). Note that
i2sum should have a different value than i2ch1/2 if the nominal duty cycle is offset from
its desired value of fifty percent.
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Figure 10.7: The lumping together of current noise sources entering OP2.

Since Table 10.5 reveals that v2
vco is of the same order of v2

op , we simply add these

components to obtain v2
sum ≈ v2

vco +v2
op . This expression is accurate at frequencies less

than the unity gain bandwidth of OP2; the v2
op noise source is passed to its output with

a gain of approximately one in this region. At frequencies beyond OP2’s bandwidth,
the expression is conservatively high since v2

op is attenuated in this frequency range.

10.4.2 Resulting Transmitter Output Noise

The effect of isum(t), vsum(t), and q̂(t) on the transmitter output is now examined
with the aid of Figure 10.6. All calculations will assume that G(f) is described by
Equation 10.3 with the parameter values specified in Equation 10.5.
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Assuming that each of the three noise sources are independent of each other, we
can express the overall noise spectral density at the transmitter output, Stn(f), as

Stn(f) = SΦv (f) + SΦi (f) + SΦq (f), (10.12)

where SΦv (f), SΦi (f), and SΦq (f) are the noise contributions from vsum(t), isum(t),
and q̂(t), respectively. If we further assume that isum(t) and vsum(t) are white, each
of the above spectral density components is calculated from Figure 10.6 as

SΦv (f) = i2sum(πNnom/I)2 |G(f)|2 ,

SΦi (f) = v2
sum |Kv/(jf)|2 |1 − G(f)|2 ,

SΦq (f) = (1/T ) 1
12

(
(2π)2 (2sin(πfT ))2(n−1)

)
|T · G(f)|2 .

(10.13)

Plots of these spectra are shown in Figure 10.8. As shown in the figure, the influence of
isum(t) dominates at low frequencies, and the influence of vsum(t) and q̂(t) dominates
at high frequencies.
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10.5 Summary

This chapter presented design details of the prototype system. A reference frequency
of 20 MHz and a closed loop PLL bandwidth of 84 kHz were chosen to achieve the
required noise performance of the transmitter. Open loop parameters within the PLL
were set to achieve the bandwidth specification; the root locus technique was applied
to a linearized model of the PLL to accomplish this task. Finally, a detailed noise
analysis was performed for the synthesizer in its unmodulated state. It was shown
that noise from the charge pump circuitry dominates at low frequencies, and noise
from the VCO and loop filter dominates at high frequencies.



Chapter 11

Results

The primary criteria by which a transmitter is judged are its accuracy in producing
a modulation signal, and its noise performance. Evaluation of modulation integrity
is established through the construction of eye diagrams from its received output.
Examination of noise performance is undertaken with the use of spectral plots of
the transmitter output. The following sections describe the characterization of the
prototype in line with these methods.

The underlying philosophy of our presentation will be to present simulated results,
explain them, and then show measured results to confirm the performance predicted
by simulation. By replicating observed phenomenon with simulations, we are left
with a high degree of confidence that our explanations of the phenomenon are sound.

The simulation results presented in this chapter have been computed with a cus-
tom C program. The modulation is performed by dithering the divide value in the
PLL according to the proposed compensation method, and the transfer function of
the PLL is set to have the same time constants and open loop gain as designed for the
prototype. Also, the nominal frequency of the PLL is set to be 1.84 GHz so that it
is identical to that used in prototype measurements. Nonidealities, such as the finite
bit-width of the digital data path, are included in the simulation model.

11.1 Baseline Performance

Before examining simulated and measured results, it is useful to establish a baseline
by which to evaluate them. To do so, we will show machine computed eye diagrams
and output spectra for an ideal GFSK modulator at 1.25 Mbit/s and 2.5 Mbit/s
data rates. We then show the impact of noise on the output spectrum of the actual
transmitter by comparing the ideal, modulated output spectra to the calculated noise
plot from Chapter 10.

165
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11.1.1 Ideal Performance

Figure 11.1 shows the ideal eye diagrams and output spectra for GFSK modulation
at 1/Td = 1.25 Mbit/s and 1/Td = 2.5 Mbit/s. The data used to generate these plots
was machine computed using a custom C program; the modulation index was set at
the nominal value of h = 0.5, from which the peak-to-peak modulation frequency
deviation is calculated as h/Td = 625 kHz at 1.25 Mbit/s, and h/Td = 1250 kHz at
2.5 Mbit/s. Note that, at both data rates, the ideal output spectrum is the same
as its modulation spectrum, i.e., Sout(f) = Soutm(f), since there is no noise in the
system.
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Figure 11.1: Ideal results for GFSK modulation (machine computed): (a) eye dia-
gram at 1.25 Mbit/s, (b) output spectrum, Soutm(f), at 1.25 Mbit/s, (c) eye diagram
at 2.5 Mbit/s, (d) output spectrum, Soutm(f), at 2.5 Mbit/s.



11.2. MODULATION PERFORMANCE 167

11.1.2 Influence of Noise on Output Spectrum

In practice, the output spectrum of the transmitter consists of the sum of the ideal
modulation spectrum, Soutm(f), and its convolution with the unmodulated transmit-
ter noise spectrum, Soutm(f)∗SΦtn (f). Despite the complicated nature of this process,
it turns out that a simple rule of thumb emerges for determining the overall output
spectral density — at low frequency offsets relative to the crossover point of Soutm(f)
and SΦtn (f), Sout(f) ≈ Soutm(f), and at intermediate frequency offsets that are higher
than the crossover point, Sout(f) ≈ SΦtn (f). At high frequency offsets close to the
reference frequency, the phase noise is dominated by the convolution of the reference
spur with the modulation data. Each of these statements was discussed in Chapter
3, and will be confirmed with simulations shown later in this chapter.

It is worthwhile to examine Soutm(f) and SΦtn (f) in the prototype system; com-
parison of these spectra provide an indication of the signal-to-noise ratio of the mod-
ulation spectrum at low frequency offsets, and the noise performance at intermediate
frequency offsets. Figure 11.2 displays the ideal, machine computed modulation spec-
trum, Soutm(f), at data rates of 1.25 Mbit/s and 2.5 Mbit/s, and the calculated phase
noise spectrum, SΦtn (f), from Chapter 10. (Note that the calculated noise plot does
not include spurious noise that is present at the reference frequency of 1/T = 20
MHz.) The plots reveal that the modulation spectrum is over 15 dB higher than
the noise at low frequencies; measured eye diagrams presented later in the chapter
prove that the resulting signal-to-noise ratio is adequately high. In regards to noise
performance, the plots indicate that -132 dBc/Hz can be achieved at the intermediate
frequency offset of 5 MHz when the data rate is set to 1.25 Mbit/s. At 2.5 Mbit/s,
however, the overall spectral density will be higher at this frequency offset since it is
influenced by both the modulation and noise spectra.

11.2 Modulation Performance

Since our benchmark noise specification is set by the DECT standard, we will pri-
marily examine the prototype modulation performance at 1.25 Mbit/s since this data
rate is close to that used in DECT (1.12 Mbit/s) [14]. To show the influence of data
rate on the compensation method, we will also examine the performance at twice
this rate, i.e., 2.5 Mbit/s. (The maximum data rate of the prototype transmitter was
measured at 2.86 Mbit/s, which is somewhat short of the theoretical maximum of 3.4
Mbit/s derived in Chapter 5. The most likely cause for this discrepancy is a nonzero
offset in the PFD, which would lower the dynamic range of its output.)

To characterize modulation performance, we begin by showing a simulated eye
diagram and output spectrum for the transmitter at 1.25 Mbit/s when the compen-
sation filter is matched to the PLL transfer function. These plots are compared to
the ideal case, and an explanation of discrepancies is given. We then show the effects
of mismatch between the compensation filter and PLL dynamics, and the influence
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Figure 11.2: Comparison of simulated modulation and calculated noise spectra
(Soutm(f) and SΦtn (f), respectively): (a) 1.25 Mbit/s, (b) 2.5 Mbit/s.

of data rate in relation to this issue. Finally, measured results are presented and
compared to simulations.

11.2.1 Simulation Results

All simulations in this section ignore noise sources other than Σ-∆ quantization noise,
and implement the loop filter as an ideal transfer function, rather than the switched
capacitor structure used in the prototype. (The removal of such nonidealities allows
us to isolate effects due to mismatch from those due to implementation details in the
circuits.) All eye diagrams were generated directly from the simulated VCO input
signal after it was filtered by a Hamming filter with a cutoff frequency of 7 MHz.

Figure 11.3 displays a simulated eye diagram and output power spectrum for the
modulated synthesizer at 1.25 Mbit/s data rate when the PLL transfer function is
matched to the compensation filter. The eye diagram indicates that the architecture
is capable of excellent modulation performance; its eye is wide open and the frequency
deviation is quite close to the ±312 kHz deviation that is expected for GFSK mod-
ulation at 1.25 Mbit/s. The small level of ISI present in the eye diagram is caused
by the parasitic pole/zero pair, fcp/fz, in the PLL transfer function as discussed in
Chapter 6. The simulated power spectrum is close to ideal, but is slightly asymmetric
and has higher spectral density than the ideal case at frequency offsets close to 2.5
MHz. The asymmetry is caused by the fact that the open loop gain varies with the
modulation data since it is a function of the PLL divide value; this asymmetry will
be more noticeable at 2.5 Mbit/s data rate, as will be shown shortly. The spectral
density is higher than the ideal case at frequency offsets close to 2.5 MHz because of
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Σ-∆ quantization noise.
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Simulated Eye Diagram:  1.25 Mbit/s, 0% gain error
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Figure 11.3: Simulated results at 1.25 Mbit/s data rate: (a) eye diagram, (b) output
spectrum, Sout(f).

In a practical setting, the modulation data is influenced by temperature and pro-
cess variations that shift the open loop gain of the PLL and cause mismatch between
the compensation and PLL transfer functions. Figure 11.4 illustrates the effect of
such open loop gain variation on the modulation signal for the case in which the
gain is set ±25% away from its ideal setting. As seen by the results, the frequency
deviation of the modulation signal is altered and the ISI is slightly increased.
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Simulated Eye Diagram:  1.25 Mbit/s, 0% gain error
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Figure 11.4: Simulated eye diagrams at 1.25 Mbit/s for three different open loop
gain settings: (a) -25% gain error, (b) 0% gain error, (c) 25% gain error.

To explain the observed ISI and deviation error, Figure 11.5 displays the transfer
function seen by the data when the open loop gain of the PLL is too high. The result-
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ing mismatch creates a parasitic pole/zero pair that occurs near the cutoff frequency
of the PLL (84 kHz in this case). We can equivalently view the resulting transfer func-
tion as the sum of a lowpass and an allpass filter. ISI is introduced by the lowpass;
this phenomenon can be viewed in the time domain as a parasitic time constant that
interferes with modulation data coming from the allpass. The modulation deviation
error is caused by the fact that the magnitude of the allpass is changed according to
the amount of mismatch present.
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Figure 11.5: Graphical explanation of cause of deviation error and ISI.

To examine the influence of data rate on modulation integrity, Figure 11.6 shows
a simulated eye diagram and power spectrum of the transmitter at 2.5 Mbit/s. The
eye diagram indicates that excellent modulation performance is achieved at this data
rate; its eye is wide open, the frequency deviation is quite close to the ideal of ±625
kHz, and the amount of ISI present is even less than that encountered at 1.25 Mbit/s.
(The reason for the ISI being reduced will be explained shortly.) The simulated power
spectrum is close to ideal, but is slightly asymmetric and has higher spectral density
than the ideal case at frequency offsets close to 5 MHz. The asymmetry is increased
over the 1.25 Mbit/s case due the increased signal swing of the divide value relative
to its nominal value. The spectral density is higher than the ideal case at frequency
offsets close to 5 MHz because of Σ-∆ quantization noise.

As observed by comparison of Figures 11.6 and 11.3, the amount of ISI that
occurs under matching conditions at 2.5 Mbit/s is much less than that which occurs
at 1.25 Mbit/s. Figure 11.7 reveals that this statement is also true under mismatched
conditions by its comparison to Figure 11.4.

Figure 11.8 provides an intuitive explanation for the data rate dependence of
ISI. As illustrated, the data signal is corrupted by the portion of its energy that
passes through the lowpass filter formed by mismatch. Data signals that have large
bandwidth relative to this lowpass will experience small levels of ISI since the relative
ISI energy will be much less than that of the data. As the data bandwidth is decreased,
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Figure 11.6: Simulated results at 2.5 Mbit/s data rate: (a) eye diagram, (b) output
spectrum, Sout(f).
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Figure 11.7: Simulated eye diagrams at 2.5 Mbit/s for three different open loop
gain settings: (a) -25% gain error, (b) 0% gain error, (c) 25% gain error.

the ratio of ISI energy to data energy increases and the effects of ISI become more
pronounced.

11.2.2 Measured Results

Figure 11.9(a) depicts a measured eye diagram at 1.25 Mbit/s taken from the proto-
type using an HP 89441A modulation analyzer; the corresponding spectrum shown
in Figure 11.9(b) was obtained with an HP 8563E spectrum analyzer. The same in-
struments were used to obtain the eye diagram and power spectrum of the prototype
at 2.5 Mbit/s that are shown in Figure 11.10. Each of these figures indicate that the
measured modulation performance of the prototype is very close to that predicted by
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Figure 11.8: Graphical explanation of dependence of ISI level on data rate.

simulations.

(a) (b)

Figure 11.9: Measured results at 1.25 Mbit/s data rate with zero open loop gain
error: (a) eye diagram, (b) output spectrum (1.84 GHz center frequency, 5 MHz
span).

It is important to understand that the spectral plots in Figures 11.9 and 11.10
cannot be used to infer the noise performance of the transmitter; the spectra shown
are not accurate at high frequency offsets due to the limited dynamic range of the
spectrum analyzer used to obtain them. The reason for the inaccuracy is that the
input signal to the spectrum analyzer cannot be made sufficiently large, in comparison
to the instrument’s noise floor, to accurately measure the input spectral density at
the low levels that occur at high frequency offsets. Measurements of the transmitter
phase noise at these high frequency offsets are shown in the next section.
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(a) (b)

Figure 11.10: Measured results at 2.5 Mbit/s data rate with zero open loop gain
error: (a) eye diagram, (b) output spectrum (1.84 GHz center frequency, 10 MHz
span).

Figure 11.11 shows measured eye diagrams from the prototype at three open loop
gain settings and two different data rates. The measured results shown in Figure 11.11
are nearly identical to those obtained from simulation.

11.3 Noise Performance

The noise performance of the transmitter is evaluated in this section. We begin by
showing simulated spectra of the transmitter in its unmodulated state, and then use
simulations to examine the impact of modulation on the output spectrum. Measured
results are then presented and compared to simulations.

11.3.1 Noise Measurement Considerations

We seek an overall noise specification at the transmitter output that is less than -131
dBc/Hz at 5 MHz offset from the carrier when the data rate is set to 1.25 Mbit/s.
Measurement of this low noise value is problematic with spectrum analyzers due
to their limited dynamic range. To mitigate this problem, all noise measurements
were taken with an HP 3048A phase noise measurement system that was used in
conjunction with the frequency discriminator method. Unfortunately, the dynamic
range of this instrument is insufficient to measure phase noise at the desired levels
while the transmitter is modulated. (The energy of the phase transitions is greatly



174 CHAPTER 11. RESULTS

(a) (b) (c)

(d) (e) (f)

Figure 11.11: Measured eye diagrams at 1.25 Mbit/s and 2.5 Mbit/s for three
different open loop gain settings: (d) 1.25 Mbit/s, -25% gain error, (e) 1.25 Mbit/s,
0% gain error, (f) 1.25 Mbit/s, 25% gain error, (a) 2.5 Mbit/s, -25% gain error, (b)
2.5 Mbit/s, 0% gain error, (c) 2.5 Mbit/s, 25% gain error.

increased during modulation, which forces the HP 3048A to bypass its LNA and
thereby increase its noise floor.)

To overcome this obstacle, the transmitter’s modulated noise performance will be
inferred from measured phase noise data taken from the transmitter in its unmodu-
lated state. Specifically, it will be assumed that at an offset frequency of 5 MHz and
a data rate of 1.25 Mbit/s, the modulated transmitter output spectrum, Sout(f), has
the same spectral density as its unmodulated phase noise spectrum, SΦtn (f). We will
present simulated results that confirm that this is a reasonable assumption.

When measuring the phase noise of the transmitter in its unmodulated state, the
digital data path is exercised with a periodic dithering sequence applied to the least
significant bit of its modulation bus. Application of the dithering sequence avoids the
generation of spurious noise in the Σ-∆ modulator, and is used when obtaining both
simulated and measured phase noise spectra when the Σ-∆ is included. Figure 11.12
displays one period of the dithering sequence that was used, along with its power
spectrum. The sequence was generated by sending half a cycle of a digitized sine
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waveform into the input of a first order, MASH Σ-∆ modulator. A relatively flat
spectrum was achieved for the sequence by a trial-and-error procedure; namely, the
amplitude of the input sine wave was reduced until acceptable results were obtained.
The resulting spectrum in Figure 11.12 is seen to have a periodic bumpiness. Fortu-
nately, this bumpiness has negligible impact on the transmitter output spectrum; an
explanation its occurrence was not determined. Note that one period of the sequence
is 32K samples long, which translates to a fundamental frequency of 610 Hz since the
data is fed in at 20 MHz.
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Figure 11.12: Binary dithering sequence fed into least significant bit of digital
modulation path.

11.3.2 Simulated Results

The simulation model of the transmitter in this section includes the noise sources
Isum(t) and Vsum(t) described in the Chapter 10 so that an accurate representation of
SΦtn (f) is achieved. A model for the switched capacitor loop filter that is used in the
prototype is also included; this filter is operated under Case 1 conditions, as defined
in Chapter 9.

Figure 11.13 shows the simulated output phase noise, SΦtn (f), of the unmodulated
transmitter with the Σ-∆ removed and in place. These spectra agree well with the
calculated noise spectrum displayed in Figure 10.8 of Chapter 10. (Note that I was
set to 1.5 uA in the simulations.) The simulated spectra include the spurious tone
that is present at 20 MHz due to the fifty percent nominal duty cycle of the PFD
output. A bumpiness is seen in the simulated spectra at frequencies between 1 and 10
MHz; this phenomenon is an artifact of the decreased number of sample points used
to compute the spectrum at lower frequencies, and imperfections in the numerical
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procedure used to generate the charge pump noise (i.e., the sequences do not have
a perfectly flat spectrum). Simulated data at frequencies lower than 100 kHz is not
shown due to the small number of data points calculated for this region.
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Figure 11.13: Simulated phase noise, SΦtn (f), of unmodulated synthesizer: (a) Σ-∆
removed, (b) Σ-∆ in place and appropriately dithered.

Comparison of Figure 11.13(a) to Figure 11.13(b) reveals that Σ-∆ quantization
noise has the dominant influence on phase noise performance at intermediate frequen-
cies. With the Σ-∆ included, the phase noise density at 5 MHz offset frequency is
-132 dBc/Hz.

The influence of modulation on the output spectrum is seen in Figure 11.14,
which displays plots of Sout(f) and SΦout (f) at two different data rates. (Sout(f)
is the power spectral density of the transmitter output, while SΦout (f) is the power
spectral density of the instantaneous phase of the transmitter output. See Chapter
3 for details.) At 1.25 Mbit/s, we see that Sout(f) ≈ SΦtn(f) for frequencies in the
range of 5 MHz; this confirms that measurements of SΦtn (f) can be used to evaluate
the noise performance of the modulated transmitter at this frequency offset. At 2.5
Mbit/s, the output spectral density is raised to -130 dBc/Hz at 5 MHz offset due to
the higher bandwidth of the modulation signal.

A few artifacts appear in SΦout (f) that deserve explanation. First, spurious tones
are seen at multiples of the data rate; these tones are an artifact of modulating the
duty cycle of the PFD output, as discussed in Chapter 9. Fortunately, the spurs
do not show up in the output spectrum, Sout(f), since they are convolved with the
modulation spectrum. Second, each plot of SΦout(f) contains bumps at 20 MHz;
their appearance is a direct consequence of compensating the discrete-time signals
used to create Φmod(t), as will now be explained. Using notation from Chapter 5,
compensation of insd(t) causes its spectral density, Sinsd

(f), to rise dramatically at
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Figure 11.14: Simulation results of PLL output spectrum with noise sources in-
cluded: (a) SΦout (f) at 1.25 Mbit/s, (b) Sout(f) at 1.25 Mbit/s, (c) (a) SΦout (f) at 2.5
Mbit/s, (d) Sout(f) at 2.5 Mbit/s.

frequencies higher than fo until the bandwidth of W (f), B, is reached. At frequencies
higher than B, Sinsd

(f) falls sharply due to attenuation imposed by W (f). Since
insd(t) is effectively sampled at rate 1/T = 20 MHz, a replica of its spectrum is seen
at 20 MHz; the relatively low DC value of Sinsd

(f) causes the replica to appear as two
bumps, and attenuation by continuous-time filtering in the PLL causes the bumps to
be asymmetric.

The primary artifact seen in Sout(f) is a bump at 20 MHz that is caused by
convolution of the modulation signal, Soutm(f), with the reference spur. The high
relative magnitude of this replica spectrum overshadows the effects of the bumps
produced by Φmod(t) in SΦout(f). It is important to note that the simulation model
does not model the finite bandwidth of the loop filter opamp, OP2, which will further
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decrease the magnitude of the output power spectrum at high frequency offsets.

11.3.3 Measured Results

Figure 11.15 shows measured plots of SΦtn(f) and the open loop phase noise of the
VCO from the transmitter prototype; the plots were obtained from an HP 3048A
phase noise measurement system. In Figure 11.15(b), the binary data stream shown
in Figure 11.12 was fed into the LSB of the modulation path to randomize the inter-
nal states of the Σ-∆ modulator and reduce spurious content. The resulting spectra
compares quite well with the calculated curve in Figure 10.8, especially at high fre-
quency offsets close to 5 MHz. At low frequencies, the measured noise is within about
3 dB of the predicted value; the higher discrepancy in this region might be attributed
to the fact that i2ch1 was calculated without considering the transient response of the
charge pump, and that an offset in the PFD duty cycle may be present. The spur at
20 MHz offset, which is due to the fifty percent nominal duty cycle of the PFD, is
less than −60 dBc.

11.4 Summary

The chapter presented simulated and measured results to characterize the modulation
and noise performance of the transmitter. Measured eye diagrams from the proto-
type indicate that the transmitter achieves excellent modulation performance at 1.25
Mbit/s and 2.5 Mbit/s when the PLL transfer function and compensation filter are
matched. The effect of mismatch is to introduce ISI and frequency deviation error,
which were quantified at open loop gain errors of ±25%. In regards to noise perfor-
mance, measurements and simulations were used to infer that the prototype achieves
an output phase noise spectral density of -132 dBc/Hz at 5 MHz offset at 1.25 Mbit/s
data rate.
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(a)

(b)

Figure 11.15: Measured phase noise, SΦtn (f), of unmodulated synthesizer and of
open loop VCO: (a) Σ-∆ removed, (b) Σ-∆ in place and appropriately dithered.
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Chapter 12

Conclusions

A digital compensation method was described that allows fractional-N frequency syn-
thesizers to be directly modulated at high data rates while simultaneously achieving
good noise performance. The technique allows digital phase/frequency modulation to
be achieved without mixers or D/A converters in the modulation path. The resulting
transmitter design is primarily digital in nature and reduced to its fundamental com-
ponents — a frequency synthesizer that accurately sets the output frequency, and a
digital transmit filter that provides good spectral efficiency.

The synthesizer is implemented as a phase locked loop (PLL). To achieve good
noise performance with a simple design, the PLL bandwidth is set to a low value
relative to the data bandwidth. A digital compensation filter is then used to undo
the attenuation of the PLL transfer function seen by the data. This filter adds little
complexity to the transmitter architecture since it can be combined with the digital
transmit filter; the overall filter is efficiently implemented by using a ROM to perform
the required convolution with input data.

The idea of using compensation to modulate a PLL frequency synthesizer at data
rates beyond its bandwidth is not new; patents that advocate such an idea are found
in [56–59]. However, the approaches presented in these patents are intimately tied to
modulation methods in which data enters as an analog signal to a node (or nodes)
within the PLL. The compensation filters are implemented as analog circuits; this
approach requires several component values to be accurately set, and leads to the
amplification of noise in those frequency regions where the input signal is increased.

In contrast, the technique presented here achieves compensation by simply mod-
ifying the digital transmit filter; its implementation adds little power or complexity
to the synthesizer design, and does not lead to amplification of noise. The presented
method allows accurate matching between the compensation and PLL transfer func-
tions to be achieved by proper adjustment of one parameter, the open loop gain of
the PLL. The resulting transmitter architecture achieves a high level of integration,
low power dissipation, and good performance.

To provide proof of concept of the method, a 1.8 GHz transmitter was built that

181
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supports data rates in excess of 2.5 Mbit/s using Gaussian Frequency Shift Keying
(GFSK), the same modulation method used in the digital enhanced cordless telecom-
munications (DECT) standard. The phase noise of the unmodulated synthesizer was
measured at -132 dBc/Hz at 5 MHz offset from the carrier frequency.

The key circuits in the prototype were implemented on a custom, 0.6 um CMOS
IC that consumes 27 mW. Included on the IC are an on-chip, continuous-time filter
that requires no tuning or external components, a digital MASH Sigma-Delta con-
verter that achieves low power operation through pipelining, and an asynchronous,
64 modulus divider (prescaler) that supports any divide value between 32 and 63.5
in half cycle increments of its input. An external divide-by-2 prescaler allows the
divider to operate at half the frequency of the voltage controlled oscillator (VCO),
and changes the range of divide values to be all integers between 64 and 127.

12.1 Future Research

A method for correctly adjusting the open loop gain parameter was not pursued as
part of this thesis work, and is a subject of future research. If this architecture were
applied to the DECT standard, the tolerance required on this parameter would be
±10%. It is believed that similar tuning techniques to those used with continuous-
time filters [48] could be used to achieve this accuracy. Another possibility is to place
additional complexity in the receiver, and have it tune the transmitter based on its
received waveforms. A final option is to use a ROM to store factory calibrated gains
for different carrier frequency settings. (The VCO gain changes with its nominal
frequency setting.) Success of this approach depends on having a VCO whose gain
does not vary by more than ±10% over the lifetime of the product.

The power dissipation of the multi-modulus divider dominates that of the custom
IC; further reduction of the transmitter power consumption must begin with this
component. A promising avenue is to use alternative technologies, such as BiCMOS
or advanced CMOS processes, to achieve the high speed requirements of the divider
circuits at lower power levels. From an architectural standpoint, new topologies can
be examined for the divide-by-2 stages in the divider. Some interesting possibilities
include the use of inductors to resonate out load capacitance, or entirely different
structures such as dynamic frequency dividers [70].



References

[1] F. Jager and C. B. Dekker, “Tamed Frequency Modulation, A Novel Method
to Achieve Spectrum Economy in Digital Transmission,” IEEE Transactions on
Communications, vol. COM-26, no. 5, pp. 534–542, May 1978.

[2] S. Pasupathy, “Minimum Shift Keying: A Spectrally Efficient Modulation,”
IEEE Communications Magazine, vol. 17, pp. 14–22, July 1979.

[3] R. E. Ziemer and C. R. Ryan, “Minimum-Shift Keyed Modem Implementations
for High Data Rates,” IEEE Communications Magazine, vol. 21, pp. 28–36, Oct.
1983.

[4] A. A. Abidi, “Direct-conversion radio transceivers for digital communications,”
in Proceedings of IEEE International Solid-State Circuits Conference, pp. 186–7,
1995.

[5] P. Gray and R. Meyer, “Future directions in silicon ICs for RF personal commu-
nications,” in IEEE Custom IC Conference, pp. 83–90, 1995.

[6] J. Sevenhans, A. Vanwelsenaers, J. Wenin, and J. Baro, “An integrated Si bipolar
RF transceiver for a zero IF 900 Mhz GSM digital mobile radio frontend of a
hand portable phone,” in IEEE Custom IC Conference, pp. 7.7/1–4, 1991.

[7] I. A. Koullias, J. H. Havens, I. G. Post, and P. E. Bronner, “A 900 Mhz
transceiver chip set for dual-mode cellular radio mobile terminals,” in Proceedings
of IEEE International Solid-State Circuits Conference, pp. 140–1, Feb. 1993.

[8] T. Stetzler, I. Post, J. Havens, and M. Koyama, “A 2.7 V to 4.5 V single-chip
GSM transceiver RF integrated circuit,” in Proceedings of IEEE International
Solid-State Circuits Conference, pp. 150–1, Feb. 1995.

[9] J. Fenk, W. Birth, R. Irvine, P. Sehrig, and K. Schon, “An RF front-end for
digital mobile radio,” in Bipolar Circuits and Technology Meeting, pp. 244–7,
1990.

[10] K. Negus, B. Koupal, J. Wholey, K. Carter, D. Millicker, C. Snapp, and N. Mar-
ion, “Highly-integrated transmitter RFIC with monolithic narrowband tuning

183



184 REFERENCES

for digital cellular handsets,” in Proceedings of IEEE International Solid-State
Circuits Conference, pp. 38–9, Feb. 1994.

[11] W. Djen and P. Shah, “Implementation of a 900 Mhz transmitter system us-
ing highly imtegrated ASIC,” in IEEE 44th Vehicular Technology Conference,
pp. 1341–5 vol. 2, June 1994.

[12] J. Min, A. Rofougaran, H. Samueli, and A. A. Abidi, “An All-CMOS architecture
for a low-power frequency-hopped 900 Mhz spread spectrum transceiver,” in
IEEE Custom IC Conference, pp. 16.1/1–4, 1994.

[13] National Semiconductor, LMX2410 Baseband Processor Preliminary Data Sheet,
1993.

[14] European Telecommunications Standards Institute, Radio equipment and sys-
tems. Digital Enhanced Cordless Telecommunications; Part 2: Physical layer,
Feb. 1996. ETS 300 175-2.

[15] S. Heinen, S. Beyer, and J. Fenk, “A 3.0 V 2 Ghz transmitter IC for digital radio
communication with integrated VCOs,” in Proceedings of IEEE International
Solid-State Circuits Conference, pp. 150–1, Feb. 1995.

[16] M. Muraguchi, T. Tsukahara, M. Nakatsugawa, Y. Yamaguchi, and T. Toku-
mitsu, “1.9 Ghz-band low voltage and low power consumption RF IC chip-set for
personal communications,” in Proceedings of IEEE Vehicular Technology Con-
ference, pp. 504–7 vol. 1, June 1994.

[17] J. Sevenhans, D. Haspeslagh, A. Delarbre, L. Kiss, Z. Chang, and J. Kukielka,
“An analog radio front-end chip set for a 1.9 Ghz mobile radio telephone appli-
cation,” in Proceedings of IEEE International Solid-State Circuits Conference,
pp. 44–5, Feb. 1994.

[18] S. Sheng, L. Lynn, J. Peroulas, K. Stone, I. O’Donnell, and R. Brodersen, “A
Low-Power CMOS Chipset for Spread-Spectrum Communications,” in Proceed-
ings of IEEE International Solid-State Circuits Conference, pp. 346–7, Feb. 1996.

[19] H. Sato, K. Kashiwagi, K. Niwano, T. Iga, T. Ikeda, and K. Mashiko, “A 1.9
GHz Single-Chip IF Transceiver for Digital Cordless Phones,” in Proceedings of
IEEE International Solid-State Circuits Conference, pp. 342–343, Feb. 1996.

[20] National Semiconductor, LMX2320 2 GHz Frequency Synthesizer Preliminary
Data Sheet, 1993.

[21] S. Heinen, K. Hadjizada, U. Matter, W. Geppert, V. Thomas, S. Weber, S. Beyer,
J. Fenk, and E. Matschke, “A 2.7V 2.5 GHz Bipolar Chipset for Digital Wire-
less Communication,” in Proceedings of IEEE International Solid-State Circuits
Conference, pp. 306–7, Feb. 1997.



REFERENCES 185

[22] T. A. Riley and M. A. Copeland, “A simplified continuous phase modulator tech-
nique,” IEEE Transactions on Circuits and Systems — II: Analog and Digital
Signal Processing, vol. 41, no. 5, pp. 321–328, May 1994.

[23] T. A. Riley, M. A. Copeland, and T. A. Kwasniewski, “Delta-Sigma Modula-
tion in Fractional-N Frequency Synthesis,” IEEE Journal of Solid State Circuits,
vol. 28, no. 5, pp. 553–559, May 1993.

[24] B. Miller and B. Conley, “A Multiple Modulator Fractional Divider,” in Proc.
44th Annual Symp. on Freq. Control, pp. 559–567, May 1990.

[25] B. Miller and B. Conley, “A Multiple Modulator Fractional Divider,” IEEE
Trans. Instrumentation and Meas., vol. 40, no. 3, pp. 578–583, June 1991.

[26] V. Manassewitsch, Frequency Synthesizers, Theory and Design. New York: Wi-
ley, third ed., 1987.

[27] M. A. Copeland, “VLSI for Analog/Digital Communications,” IEEE Communi-
cations Magazine, vol. 29, no. 5, pp. 25–30, May 1991.

[28] V. Reinhardt, K. Gould, K. McNab, and M. Bustamante, “A Short Survey of Fre-
quency Synthesizer Techniques,” in Proc. 40th Annual Frequency Control Symp.,
pp. 355–365, May 1986.

[29] U. L. Rohde, Digital PLL Frequency Synthesizers. Englewood Cliffs, N.J.:
Prentice-Hall, 1983.

[30] B. E. Bjerede and G. D. Fisher, “A New Phase Accumulator Approach to Fre-
quency Synthesis,” in Proc. IEEE NAECON 76, p. 928, May 1976.

[31] D. Wulich, “Fast Frequency Synthesis by PLL Using a Continuous Phase Di-
vider,” Proceedings of the IEEE, vol. 76, no. 1, pp. 85–86, Jan. 1988.

[32] D.-K. Park and S. Mori, “Fast Acquisition Frequency Synthesizer with the Mul-
tiple Phase Detectors,” in IEEE Pacific Rim Conf. on Comm.,Comp., and Signal
Processing, pp. 665–668, May 1991.

[33] A. Kajiwara and M. Nakagawa, “A New PLL Frequency Synthesizer with High
Switching Speed,” IEEE Transactions on Vehicular Technology, vol. 41, no. 4,
pp. 407–413, Nov. 1992.

[34] I. Williamson, P. Webb, and P. Chilvers, “An Advanced Indirect Microwave
Synthesizer,” in Conference Proceedings. Military Microwaves ’90, pp. 220–228,
1990.



186 REFERENCES

[35] T. Nakagawa and T. Ohira, “A novel phase noise reduction technique for MMIC
frequency synthesizers that uses newly developed pulse generator LSI,” in IEEE
MTT-S International Microwave Symposium Digest, pp. 23–27, May 1994.

[36] D. Park and S. Mori, “Fast acquisition frequency synthesizer with n-stage novel
type cycle swallowers,” in SUPERCOMM/ICC ’92, pp. 496–500 vol. 1, 1992.

[37] A. Fernandez-Duran and M. Perez-Abadia, “Single loop synthesizer and mod-
ulator based on a quadratic correlation architecture,” in Proceedings of IEEE
Vehicular Technology Conference, pp. 1272–5 vol. 2, June 1994.

[38] K. Seki, M. Mizoguchi, and S. Kato, “Low power consumption and fast set-
tling frequency synthesizer for TDMA-TDD systems,” in Proceedings of IEEE
Vehicular Technology Conference, pp. 218–4, May 1993.

[39] M. Ishikawa, N. Ishihara, A. Yamagishi, and I. Shimizu, “A Miniaturized Low-
Power Synthesizer Module with Automatic Frequency Stabilization,” in Vehicu-
lar Technology Society 42nd VTS Conference, pp. 752–755, May 1992.

[40] K. Huehne, D. Moeller, K. Stierman, and D. Stolfa, “A Single-Chip, 1.2 Ghz,
PLL Frequency Synthesizer using Reduced Capacitance, Dual Gate, BiCMOS
Technology,” in Proceedings of the IEEE 1992 Custom Integrated Circuits Con-
ference, pp. 24.3/1–5, May 1992.

[41] M. Eccles, “Gigahertz systems on a chip,” Electronics World + Wireless World,
vol. 99, pp. 662–663, Aug. 1993.

[42] R. M. Herman, A. Chao, C. H. Mason, and J. R. Pulver, “An Integrated GPS
Receiver with Synthesizer and Downconversion Functions,” in 1991 IEEE MTT-
S International Microwave Symposium Digest, pp. 883–886, June 1991.

[43] D. A. Williams, “A Frequency Hopping Microwave Radio System for Local Area
Network Communications,” in 1993 IEEE MTT-S International Microwave Sym-
posium Digest, pp. 685–690, 1993.

[44] M. Thamsirianunt and T. A. Kwasniewski, “A 1.2 um CMOS implementation of
a low-power 900-Mhz mobile radio frequency synthesizer,” in IEEE Custom IC
Conference, pp. 16.2/1–4, 1994.

[45] T. Aytur and B. Razavi, “A 2 Ghz, 6 mW BiCMOS frequency synthesizer,” in
Proceedings of IEEE International Solid-State Circuits Conference, pp. 264–5,
1995.

[46] J. A. Crawford, Frequency Synthesizer Handbook. Norwood, MA: Artech House,
1994.



REFERENCES 187

[47] J. Candy and G. Temes, Oversampling Delta-Sigma Data Converters. New York:
IEEE Press, 1992.

[48] Y. Tsividis and J. Voorman, Integrated Continuous-Time Filters. New York:
IEEE Press, 1993.

[49] K. Murota and K. Hirade, “GMSK Modulation for Digital Mobile Radio Tele-
phony,” IEEE Transactions on Communications, vol. 29, no. 7, pp. 1044–1050,
July 1981.

[50] T. Kamoto, N. Adachi, and K. Yamashita, “High-speed multi-modulus prescaler
IC,” in 1995 Fourth IEEE International Conference on Universal Personal Com-
munications. Record. Gateway to the 21st Century, pp. 991,325–8, 1995.

[51] B. Chang, J. Park, and W. Kim, “A 1.2 GHz CMOS dual-modulus prescaler
using new dynamic D- type flip-flops,” IEEE Journal of Solid State Circuits,
vol. 31, no. 5, pp. 749–52, May 1996.

[52] N. Foroudi and T. A. Kwasniewski, “CMOS High-Speed Dual-Modulus Fre-
quency Divider for RF Frequency Synthesis,” IEEE Journal of Solid State Cir-
cuits, vol. 30, no. 2, pp. 93–100, Feb. 1995.

[53] J. Craninckx and M. S. Steyaert, “A 1.75-GHz/3-V Dual-Modulus Divide-by-
128/129 Prescaler in 0.7-um CMOS,” IEEE Journal of Solid State Circuits,
vol. 31, no. 7, pp. 890–897, July 1996.

[54] S.-J. Jou, C.-Y. Chen, E.-C. Yang, and C.-C. Su, “A Pipelined Multiplier-
Accumulator Using a High-Speed, Low-Power Static and Dynamic Full Adder
Design,” IEEE Journal of Solid State Circuits, vol. 32, no. 1, pp. 114–118, Jan.
1997.

[55] F. Lu and H. Samueli, “A 200-MHz CMOS pipelined multiplier-accumulator
using a quasi-domino dynamic full-adder cell design,” IEEE Journal of Solid
State Circuits, vol. 28, no. 2, pp. 123–132, Feb. 1993.

[56] J. J. Vandegraaf, “Phase Locked Frequency Synthesizer with Single Input Wide-
band Modulation System.” US Patent 4,866,404. Sep. 12, 1989.

[57] J. J. Vandegraaf, “Phase Locked Frequency Synthesizer with Single Input Gain
Compensated Wideband Modulation System.” US Patent 4,864,257. Sep. 5,
1989.

[58] A. M. Bates, W. H. Sandford, and M. T. Junod, “Programmable Multichannel
Sonobuoy Transmitter.” US Patent 4,660,182. Apr. 21, 1987.



188 REFERENCES

[59] E. R. Drucker, “Phase-Locked Loop Frequency Synthesizer Including Compen-
sated Phase and Frequency Modulation.” US Patent 4,313,209. Jan. 26, 1982.

[60] F. M. Gardner, Phaselock Techniques. New York: Wiley, second ed., 1979.

[61] W. M. Siebert, Circuits, Signals, and Systems. New York: McGraw-Hill, 1986.

[62] D. Leeson, “A Simple Model of Feedback Oscillator Noise Spectrum,” IEEE
Proc., Feb. 1966.

[63] G. Sauvage, “Phase Noise in Oscillators: A Mathematical Analysis of Leeson’s
Model,” IEEE Trans. Instrumen. Measurement, vol. IM-26, no. 4, pp. 408–410,
Dec. 1977.

[64] J. J. D’Azzo and C. H. Houpis, Linear Control System Analysis and Design. New
York: McGraw-Hill, third ed., 1988.

[65] G. S. Moschytz, MOS switched-capacitor filters: analysis and design. New York:
IEEE Press, 1984.

[66] T. Seneff, L. McKay, K. Sakamoto, and N. Tracht, “A Sub-1mA 1.5-GHz Silicon
Bipolar Dual Modulus Prescaler,” IEEE Journal of Solid State Circuits, vol. 29,
no. 10, pp. 1206–1211, Oct. 1994.

[67] B. Razavi, K. F. Lee, and R. H. Yan, “Design of High-Speed, Low-Power Fre-
quency Dividers and Phase-Locked Loops in Deep Submicron CMOS,” IEEE
Journal of Solid State Circuits, vol. 30, no. 2, pp. 101–109, Feb. 1995.

[68] A. Chandrakasan and R. Brodersen, “Minimizing power consumption in digital
CMOS circuits,” Proceedings of the IEEE, vol. 83, no. 4, pp. 498–523, Apr. 1995.

[69] E. A. Lee and D. G. Messerschmitt, Digital Communication. Norwell, MA:
Kluwer, second ed., 1994.

[70] H. Ichino, N. Ishihara, M. Suzuki, and S. Konaka, “18-GHz 1/8 Dynamic Fre-
quency Divider Using Si Bipolar Technologies,” IEEE Journal of Solid State
Circuits, vol. 24, no. 6, pp. 1723–1728, Dec. 1989.



Appendix A

Board Design

This appendix includes the instructions and schematics for the PC board used in the
prototype system.

A.1 Overview

A six layer board was built as part of the prototype system. The board consists of
3 signal layers and 3 ground planes that are interleaved, as illustrated in Figure A.1
below. Note that, to allow flexibility in troubleshooting, no solder mask was put on
the board, and signals were routed on Signal Layer 1 whenever possible.
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Figure A.1: Description of layers in PC board.

Several of the signals on the board run at frequencies in the range of 2 GHz; their
respective board traces are required to have 50 Ohms characteristic impedance. To
achieve this impedance, these signals were routed on Signal Layer 1 with 18 mil wide
traces, and a dielectric thickness of 10 ± 1 Mils was specified between Signal Layer
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1 and Ground Layer 1. An FR4 glass epoxy laminate (εr = 4.4 ± .2) is used as the
dielectric between all the board layers.

A.2 Schematics

The schematic for the board is divided into four separate pages: A top level diagram,
a Digital Control Block, an RF Block, and a Power Block. The Digital Control Block
requires 3.3 V and 5 V power supplies, while the RF and Power Blocks require 12
V. For convenience, bypass capacitors are drawn as one instance with the notation X
number indicating the number of such capacitors. For instance, in the Digital Control
Block schematic, there are 17 bypass capacitors whose values are all 0.1 uF.

A.3 Layout

Great care was taken in the layout of several sections of the board. The RF section
consists of parts that are operating at 1.8 GHz with risetimes on the order of hundreds
of picoseconds. The Digital Block runs at a much lower 20 MHz (with one 40 MHz
signal), but still required care in layout in order to avoid coupling noise into the RF
section. The strategy taken for the Digital Section is as follows: all traces are routed
on the topmost signal layer when possible, and kept as short as practical if they are
outputs of the IDT72271 or 74LCX541 chips, or the 40 MHz oscillator. In the RF
section, all traces are kept to the minimum possible length, and sized to have 50
Ohms characteristic impedance where indicated. Also, sharp corners on these lines
have been avoided.

Figure A.2 illustrates a preliminary layout of the Digital and RF sections, and
indicates where the Power Block is approximately located. This layout was followed
closely in terms of placement, but optimized where possible according to the strategy
described above. In the drawing, I have included many of the signal lines, as well as
the 3.3 V, 5 V, and 12 V power supply traces in different shades of gray to indicate
their respective board layer.

In regards to the grounding strategy, all Ground planes are connected together at
numerous points on the board using plated through holes. In line with this strategy,
ALL component ground leads are connected to all 3 Ground planes using plated
through holes. (this is true throughout the board, not just the RF section). Particular
effort was made in the RF section to assure minimum inductance to ground for each
component (i.e. plated through holes are placed underneath and immediately next
to all ground leads). To increase isolation, all signal traces on the topmost layer
(particularly in the RF section) are surrounded (with about 40 Mils distance) with
GROUND that is connected to all 3 Ground planes with numerous plated through
holes, as illustrated in Figure A.3.
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Figure A.2: Preliminary layout of PC board.

Special consideration was made regarding the grounding of the V602MC06 VCO
and the PLL CHIP. Each of these packages have metal base packages that serve as
ground. Therefore, Signal Layer 1 underneath the VCO is patterned as described in
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**

Figure A.3: Illustration of plated through holes in PC board.

Z-Communications, Inc. Application Note AN-101. The same strategy was applied
to grounding of the PLL CHIP.

The 40 MHz oscillator is placed on the back of the PC board to allow a shorter
trace length to the associated LCX541 input pin. An approximate placement is shown
in Figure A.2.

As mentioned above, only part of the Power Block is shown in the layout diagram;
the rest of it is placed on the right side of the board as indicated by the dashed box.
The layout of this section used the topmost layer as much as possible in order to allow
an easy means of accessing the signals in this block (particularly those signals at the
interface of the Power Block — IBIAS, VAR REF, etc.).

It should be noted that the board can be mounted to a probe station containing
4 mount points that are spaced 3 by 2 inches apart. The need for these mount points
led to holes that are 250 Mil in diameter on the PC board; the portion of the PC
board touching the mount points is free of back side components. The location of the
mount points are indicated in Figure A.4, which includes relevant dimensions. For
practical reasons, only two diagonal probe station holes were cut into the board, as
indicated by solid circles in the diagram. Although the board is not screwed into the
other two mount points, contact is still be made which requires the back side of the
board to be free of components in the area indicated by the dashed squares.

Finally, 4 screw holes, each 250 Mil in diameter, are included on the board for the
mounting of stand-offs.
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�"(!�0 

��"(!�0 

�����"# +����"# 

+����"# 

Figure A.4: Mount points on PC board.

A.4 Mechanical Information

All mechanical drawings are included at the end of this packet of material. The total
IC pin count on the board is 396. The stated pin counts do not include headers,
resistors, capacitors, or connectors since these can be derived easily from the parts
list on the board.
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Quantity Part Number Description
2 CP-2440-ND (Digi-Key) 4-Position Circular DIN Conn.
1 AHS60G-ND (Digi-Key) 60 Pin, 100 Mil Shrouded Ribbon Conn.
1 2064-0000-00 M/A-COM SMA Right Angle Jack
7 S2011-01-ND (Digi-Key) 2 Pin, 100 Mil Header
1 S2011-02-ND (Digi-Key) 4 Pin, 100 Mil Header
1 S2011-12-ND (Digi-Key) 24 Pin, 100 Mil Header
4 74HCT541ADW 5 V buffer
2 IDT72271L20PF SuperSync 32K FIFO
2 74LCX541DW 3.3 V buffer
1 XC650CT-ND (Digi-Key) 40 MHz Oscillator
5 MSA-0910 6 GHz Amp
1 UPB581B Divider by 2 Prescaler
1 V602MC06 1.8 GHz VCO
1 ETC4-1T-6 .8 - 2 GHz transformer
4 AD586JR 5V reference
1 LM334M current reference
4 OP279GS high current op amp
5 ST5P502CT-ND (Digi-Key) 5K trimpot
8 PCS5106CT-ND (Digi-Key) Tantalum, size D, 25V, 10 uF cap.
29 PCC104BCT-ND (Digi-Key) Ceramic, size 1206, 0.1 uF cap.
8 PCC220CVCT-ND (Digi-Key) Ceramic, size 0603, 22 pf cap.
2 PCC220CQCT-ND (Digi-Key) Ceramic, size 0402, 22 pf cap.
3 PCC222BVCT-ND (Digi-Key) Ceramic, size 0603, 2200 pf cap.
13 PCC102BVCT-ND (Digi-Key) Ceramic, size 0603, 1000 pf cap.
12 PCC102BQCT-ND (Digi-Key) Ceramic, size 0402, 1000 pf cap.
2 PCE2046CT-ND (Digi-Key) Electrolytic, size G, 16 V, 470 uF cap.
2 PCE2048CT-ND (Digi-Key) Electrolytic, size G, 25 V, 220 uF cap.
10 P60.4CCT-ND (Digi-Key) Metal film, size 0805, 60.4 ohm res.
2 P68.1HCT-ND (Digi-Key) Metal film, size 0603, 68.1 ohm res.
2 P27.4HCT-ND (Digi-Key) Metal film, size 0603, 27.4 ohm res.
1 P49.9HCT-ND (Digi-Key) Metal film, size 0603, 49.9 ohm res.
2 P100LCT-ND (Digi-Key) Metal film, size 0402, 100 ohm res.
3 P1kCCT-ND (Digi-Key) Metal film, size 0805, 1 Kohm res.
1 3H32M Mini Systems RF package for PLL CHIP

Table A.1
Parts list for PC board in prototype
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Figure A.5: Primary schematic diagram of PC board.
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Figure A.6: Schematic diagram of I/O section of PC board.
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Figure A.7: Schematic diagram of RF section of PC board.
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Figure A.8: Schematic diagram of power regulating section of PC board.



Appendix B

Bonding Diagram

Figure B.1 displays the bonding diagram for the custom IC used in the prototype.
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Figure B.1: Bonding diagram of custom PLL IC.
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